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Preface

This volume contains the set of revised selected papers presented at the 21st
International Conference on Information Networking (ICOIN 2007), which was
held in Estoril, Portugal, January 23–25, 2007. The conference series started
under the name of Joint Workshop on Computer Communications, in 1986. At
that time, it constituted a technical meeting for researchers and engineers on In-
ternet technologies in East Asian countries, where several technical networking
issues were discussed. In 1993, the meeting was reorganized as an international
conference known as ICOIN. Recent conferences were held in Sendai, Japan
(2006), Jeju, Korea (2005), Pusan, Korea (2004), Jeju, Korea (2003), Jeju, Korea
(2002), Beppu City, Japan (2001), Hsin-chu, Taiwan (2000), and Tokyo, Japan
(1999). In 2007, for the first time since its creation, ICOIN took place outside
Asia, and we were very pleased to host it in Portugal. ICOIN 2007 was orga-
nized by INESC-ID and IST/Technical University of Lisbon (Portugal) with the
technical co-sponsorship of IEEE Communications Society and IEEE Portugal
Section-Computer Society Chapter, in cooperation with the Order of Engineers
College of Informatics Engineering (Portugal), IPSJ (Information Processing So-
ciety of Japan), KISS (Korea Information Science Society), and Lecture Notes
in Computer Science (LNCS), Springer, Germany.

The papers presented in this volume were selected in two stages: 1) review-
ing and selection for the ICOIN program and 2) on-site presentation review
by session chairs or by program committee chairs. Regarding the first step,
in response to the Call for Papers, a total of 302 papers were submitted, of
which 100 were accepted, after careful assessment, for oral presentation in 24
technical sessions. Each paper was reviewed by at least three members of the
Technical Program Committee or by external peer reviewers. A second review
round was performed based on the presentation review by session chairs or by
program committee chairs and, after a careful assessment by program chairs,
82 revised papers were selected for this volume. The set of revised selected pa-
pers covers a wide range of networking-related topics, including sensor networks;
ad-hoc, mobile, and wireless networks; optical networks; peer-to-peer networks
and systems; routing; transport protocols; quality of service; network design
and capacity planning; resource management; performance monitoring; network
management; next generation Internet; and networked applications and services.

We believe that this set of revised selected papers will make a significant
contribution to the solution of key problems in the field of information net-
working. We would like to take this opportunity to warmly thank all of the
authors who submitted their valuable papers to the conference. We are grate-
ful to the members of the Technical Program Committee and to the numerous
reviewers. Without their support, the organization of a high-quality conference
program and the selection of this set of revised papers would not have been
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possible. We are also indebted to the many individuals and organizations that
made this event happen, namely to our staff, who handled the logistics and
worked to make this meeting a success, and to the sponsors.

We hope that you will find this volume, containing the revised selected papers
of the International Conference on Information Networking (ICOIN 2007), a
useful and timely document for presenting new ideas, results and recent findings
in information networking towards ubiquitous networking and services.

February 2008 Teresa Vazão
Mário Freire

Ilyoung Chong
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José Exposto, Joaquim Macedo, António Pina, Albano Alves, and
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Abstract. Applications of WSN usually generate low-rate traffic so the
communication channel is expected to be idle most of the time. There-
fore idle listening is very critical source of energy dissipation in wireless
sensor networks. To reduce idle listening, we propose preamble sampling
MAC that is named SESP-MAC. The main idea of SESP-MAC is to
add control information into the short preamble frame. So the stream
of short preambles is used not only for preamble sampling but also for
avoiding overhearing, decreasing control packet overhead and reducing
the listening of the redundant message, caused by message-flooding.

Keywords: duty-cycle, preamble sampling, MAC protocol, energy
efficiency.

1 Introduction

The advances which have been made in wireless and micro-machine technologies
have made it possible to develop wireless sensor networks. A wireless sensor
network (WSN) is generally composed of a large number of sensor nodes and a
few data collectors, which are called sink node. Sensor nodes are responsible for
generating sensory data and reporting them to a previously specified sink node
for prolonged duration.

Because sensor nodes may be densely deployed in remote location, it is likely
that replacing their batteries will not be possible. But generally, many applica-
tions of WSN are required the long life time of sensor nodes to collect sensory
data. Therefore power efficient protocols at each layer of communications are
very important for wireless sensor networks [1]. There are several major sources
of energy waste in wireless sensor networks [2].

– Collision occurs when two nodes transmit at the same time and inter-
fere with each others transmission. Hence, retransmissions increase energy
consumption.

– Control packet overhead such as RTS/CTS/ACK can be significant for
wireless sensor networks that use small data packets.

T. Vazão, M.M. Freire, and I. Chong (Eds.): ICOIN 2007, LNCS 5200, pp. 1–10, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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– Overhearing occurs when there is no meaningful activity when nodes re-
ceive packets or a part of packets that are destined to other nodes.

– Idle listening is the cost of actively listening for potential packets. Because
nodes must keep their radio in receive mode, this source causes inefficient
use of energy.

Applications ofWSNusually generate low-rate traffic so that communication chan-
nel is expected to be idle most of the time. Therefore idle listening is very critical
source of energy dissipation in WSN. To reduce idle listening, a sensor node de-
creases the duty cycle of a RF transceiver. It means that the receiver sleeps for long
period of time, and the node periodically wakes up to check for activity of channel.
If the channel is idle, the receiver goes back to sleep until the next channel-check
period. Otherwise the receiver receives the message. But in this mechanism, any
specific method is needed to prevent message-loss. Transmissions that are destined
to the node that is sleeping make the message-loss.

There are two approaches for reliable message transmission in duty cycle con-
trolled MAC (Medium Access Control) protocols. The first way is that nodes
exchange the schedule of sleep/wakeup to synchronize on the wakeup-timing
of other nodes. This approach used in S-MAC [2] protocol. S-MAC is a low
power RTS-CTS protocol for wireless sensor networks inspired by PAMAS [3]
and 802.11. By using RTS-CTS scheme, S-MAC can avoid the energy waste from
idle listening. S-MAC uses explicit control message to synchronize the wake-up
timing among neighboring sensor nodes. But S-MAC is very complex so it is
hard to implement. And as the size of the network increase, S-MAC must main-
tain an increasing number of neighbor’s schedules so additional overhead for
synchronization is incurred. The second way is that a sender transmits a packet
with long preamble to match the channel-check period of a receiver. This kind of
approach is called as a preamble sampling [4]. In Fig.1, we illustrate the opera-
tion of preamble sampling. Each node has low duty cycle of the RF transceiver,

Data reception

Sender

Receiver

Channel-Check
Tsleep

Tpreamble =  Tsleep Tdata

Fig. 1. The operation of preamble sampling

similar to the first approach. But there is no explicit message exchange for syn-
chronizing on the wakeup-timing of other node. Instead, a node sends a data
frame with the long preamble as long as the duration of the wakeup-timing. So a
receiver can sample the long preamble and prepare the RF transceiver to receive
the data frame. We call this kind of MAC protocol as PS-MAC for convenience.
B-MAC [5] is one of the famous PS-MAC. However, B-MAC suffers from the
waste in energy consumed by a long fixed preamble. Moreover, increasing the
sample rate or neighborhood size increases the amount of energy consumption
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by overhearing of long preamble. WiseMAC[6] that is another duty cycle con-
trolled MAC protocol with preamble sampling. Nodes exchange the information
of wakeup-timing through ACK frame. By this synchronization scheme, it is
possible to decrease the length of preamble between pre-synchronized pairs. But
there is the drift between the clocks at the pairs. So if the duration of peri-
odic sensing is enough long, this synchronization scheme can’t reduce the energy
waste caused by overhearing and long preamble. This limitation is also com-
mented in WiseMAC. We also proposed new MAC protocol to reduce negative
effects of long fixed preamble in DPS-MAC [7]. In this ways, an address of desti-
nation is repeatedly inserted in preamble. So a receiver can find the destination
address of message by reading preamble. If the incoming message is destined to
this node, the node processes the remained message. Otherwise the node stops
from receiving the remained message. DPS-MAC successfully reduces the energy
waste by idle listening and overhearing. But DPS-MAC protocol can’t reduce
the energy dissipation by receiving the redundant data frame that is caused by
message-flooding. Almost network protocols of multihop wireless environments
use message-flooding for finding route paths. So any effort to reduce energy leak-
age, caused by message-flooding, is necessary to WSN. And single long preamble
schemes are hard to implement in latest RF chip. Chipcon CC1000 [8] that is
used in famous Mica2 [9] has an interface for transmitting raw bit stream. But
most of latest RF chips are only have an interface for transmitting data frame.
It means that a RF chip has HWs to generate physical header such as preamble
and CRC, and appends these to MAC frame. For example, Chipcon CC2420 [10]
that is used in MicaZ [11] and TelosB [12] has HWs for generating and striping
physical header, automatically.

So we use the stream of short preambles instead of one long preamble. And we
insert additional information into the short preamble frame for energy saving.
So we can decrease control message overhead, avoid overhearing and reduce the
energy waste by message-flooding. In this paper we named our new proposal
SESP-MAC (Signaling-embedded Short Preamble MAC) for convenience.

The remainder of the paper is organized as follows. Section 2 elaborates on the
design of SESP-MAC. Section 3 evaluates performance of SESP-MAC through
mathematical analysis. Section 4 provides conclusions and future work.

2 Design of SESP-MAC

The main idea of SESP-MAC is to add control information into the short pream-
ble frame. So the stream of short preambles is used not only for preamble sam-
pling but also for avoiding overhearing, decreasing control packet overhead and
reducing the listening of the redundant message, caused by message-flooding.

2.1 Basic Operation of SESP-MAC

The message format of our short preamble frame is illustrated in Fig.2. And
we named it SESP-frame. This format is based on Chipcon CC2420 and IEEE
802.15.4. We use frame control field as a type indicator. And RPI(Remained
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Bytes: 4 1 1 2 1 44 2

Physical Header MAC frame
SFD:   Start of Frame Delimiter FL:      Frame Length
RPI:   Remained Preamble Indicator NWI:   Next  Wakeup Indicator

1

Preamble
Frame
Control
Field

Destination
Address

Forwarding
Address

Frame
Check

Sequence

SFD

FL

R
PI

N
W

I

Fig. 2. The format of SESP frame

Preamble Indicator) field means the remained number of preamble to be sent.
NWI(Next Wakeup Indicator) is the remained time to the next wakeup-timing
of the node that made SESP frames. NWI of each SESP frame is updated before
the transmission of SESP frame. Destination address field equals the destination
address field of the data frame. Finally, forwarding address field support a cross-
layer function. When a node receives the message that will be forwarded, the
node copies the source address of the data frame and pastes it to the forward
address of SESP frames to be forwarded. If a node is the originator of message-
flooding, forward address field is filled with zeros. In the case of unicast, forward
address field equals to the stream of zeros, too.

node A
(Sender)

node B
(Receiver)

node C
(Neighbor)

send
message

Time for CCA

Sample
Preamble frame

Sample
Preamble frame

Sleep

Sleep

channel-check
period 

The stream of SSEP frames Data frame

wake up for
reception of Data frame 

Sleep

Fig. 3. The operation of SESP-MAC

Fig.3 shows the basic operation of SESP-MAC. When there is a message to be
sent, SESP-MAC does CCA (Clear Channel Assessment). If there is no traffic at
that time, SESP-MAC sends data frame with the stream of SESP frames. The
length of the stream of SESP frames is longer then the length between adjacent
channel-check periods in Fig.3. So all node that are located within the radio
propagation range of node A can receive one SESP frame. Because each SESP
frame has destination address field, the nodes, that receives SESP frame, can
decide whether this transmission is irrelevant or not. Therefore node C, that is
the neighbor of node A, recognizes that this transmission is not for it. So it sleeps
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until the next channel-check period for avoiding overhearing. But node B, that
is the receiver, continues on communication for receiving the data frame. Also,
node B can know the remained number of SESP frames from reading RPI field of
the received SESP frame. So to reduce the listening of meaningless SESP frame,
node B goes to sleep and after RPI(Tp + Tip) time later, it wakes up to prepare
the receiving of that data frame. There is the guard time for compensating clock
accuracy, Tip − Tprocess. Tprocess is small amount of time for processing SESP
frame.

2.2 Avoiding Receiving Redundant Flooded-Messages

If a node broadcasts a message for flooding, it will receive the redundant data
frames with long preamble that are transmitted by its neighbors, too. The en-
ergy waste of this kind of irrelevant reception is increased with increasing the
number of neighbors. To avoid the energy waste that is caused by redundant
flooded-messages, SESP-MAC examines two fields of SESP frame: destination
address field and forwarding address field. If the destination address field of
received SESP frame is broadcast address and the forwarding address field of
the SESP fame equals to source address of this node, the node decides that
this transmission is redundant. It means that the received SESP frame is for
the data frame that was transmitted by this node. So it sleeps until the next
channel-check period.

2.3 Reducing Control Packet Overhead

For reliable MAC layer transmission, using acknowledgement is very general
scheme. But this scheme makes additional control packet overhead. To reduce
the number of control packet overhead: the number of ACK frames. SESP-MAC
uses both implicit-ACK and generic ACK mechanism. For implicit-ACK, we
use two properties of multihop wireless sensor networks. One is overhearing and
the other is mutli-hop path. A node can confirm its successful transmission by
overhearing of flooded message. If a node sent a flooding message and it receives
the SESP frame which forward address field equals to its address, it thinks that
previous flooded message was received successfully and forwarded. Because this
implicit-ACK scheme is dependent with network layer protocols, this scheme is
cross layer function.

2.4 Other Advantages

When a node receives a SESP frame, the node can know the schedule of preamble
sampling of the sender that sent the received SESP frame by reading LWI field
of the SESP frame. So SESP-MAC can support data transmission without the
stream of SESP frames. Because we add LWI in not ACK frame but SESP frame,
the schedule of preamble sampling of the sender is distributed to all nodes that
are located within the radio propagation range of the sender. This is advance
feature compare with WiseMAC. But this scheme has the same problem with
WiseMAC. That is problem of the drift between the clocks.
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2.5 Considerations for Implementation

To design SESP-MAC, we must seriously consider some parameters. At first we
consider Tip in Fig.4. Tip means the inter SESP frame duration. When MAC
protocols send a frame, there is some delay θ between the time of transmission
of MAC layer and the time of transmission of physical energy. And the value of
θ is varies with HW and SW architecture. So to minimize the effect of variation
of θ, Tip must be enough long compare with θ. And also Tip must to be enough
long to prevent overflow of the receiver buffer. In this paper, we can’t find the
optimal value of Tip yet. In the case of Chipcon CC2420, the logical time for
transmitting one SESP frame (20bytes) is about 0.6 msec. So we assign long
time, 1.4 msec this is longer then twice of the logical time for transmitting
one SESP frame, to Tip. We will determine the optimal value of Tip in future
work. Because of the long period of Tip, the instantaneous CCA(Clear Channel
Assessment) is not sufficient for SESP-MAC. For example, if a node does CCA at
the right after one SESP frame is propagated, the node determines that channel
is idle. This operation will make collusion. To prevent this situation, SESP-MAC
does continuous CCA during the interval TCCA. And TCCA must be longer than
Tip + Tp to check at lest one SESP frame. The last parameter is TCC . TCC is
channel-check period. During TCC , a node must receive at least one SESP frame.
So TCC must be longer than Tip + 2Tp, too. Fig.4 shows the relation of these
parameters.

SSEP frame

pT ipT

CCAT

Channel-Check

CCT

SSEP frame

CCA

Fig. 4. The CCA and CC

3 Performance Analysis

In this section, we derive analytical expressions for the energy consumption. The
main idea of SESP-MAC is to add control information into the short preamble
frame. So the stream of short preambles is used not only for preamble sam-
pling but also for avoiding overhearing, decreasing control packet overhead and
reducing the listening of the redundant message, caused by message-flooding.

SESP-MAC uses forwarding address field of SESP frame for reducing control
packet overhead. For example, we assume that a message is transmitted along
with the routing path that is consisted with m hops. SESP-MAC only needs 1
ACK frame that is generated by the destination node. But simple PS-MAC needs
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m ACK frames. So it seemed straightforward enough that SESP-MAC reduces
energy waste that is caused by packet overhead. To verify the other advantages
of SESP-MAC, we make the equations that show the energy consumption for
reception of one data frame. Fig.5 shows the energy consumption of SESP-MAC.
The parameters in Fig.5 are described at Table. 1. All parameters that are used
in this section are also described in Table.1.

pT

ccT

ipT

t0

Listener

Sender

Fig. 5. The reception of SESP frame

Table 1. The parameters. These are based on Chipcon CC2420.

Parameter Description Values used in simulation
N Number of SESP frames 50, 100, 150, 200, 250
B Data rate 250 kbps

Csleep Current used in sleep mode 0.426 mA
Cidle Current used in idle listeing mode 19.8 mA
Crx Current used in rx mode 19.8 mA
V Voltage 3 V
Tp The time of SESP frame 0.6 ms (20 bytes)
Tip The time of inter SESP frame 1.4 ms

Tsleep The time of Sleep = N(Tp + Tip)
Tpreamble The time of PS-MAC preamble = Tsleep

Tdata The time of data frame 3.2 ms (100 bytes)
t Uniformly distributed random variable 0 < t < Tp + Tip

x Uniformly distributed random variable 0 < x < Tsleep

There are two cases. One is that listener hears the some portion of SESP
frame and one perfect SESP frame at the channel-check period. The other is
that listener hears only one perfect SESP frame. If listener is the receiver of the
SESP frame, the necessary energy for data reception is (1).

Ereceiver =

⎧⎪⎪⎨
⎪⎪⎩

Erecv{(Tp−t)+Tp+Tdata}+2EidleTip

+Esleep{(N−2)(Tp+Tip)+t} , 0 < t ≤ Tp

Erecv{(Tp−Tdata)+Eidle(Tp+2Tip−t)
+Esleep{(N−1)(Tp+Tip)−(Tp+Tip−t)} , Tp < t ≤ Tp+Tip

(1)
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If listener is not a receiver of the SESP frame, the necessary energy that is caused
by overhearing is (2).

Eoverhearing=

⎧⎪⎪⎨
⎪⎪⎩

Erecv{(Tp−t)+Tp}+2EidleTip+E(Nrp, Tdata)
+Esleep{(N−2)(Tp+Tip)+t +Tdata} , 0<t≤Tp

ErecvTp+Eidle(Tp+2Tip−t)+E(Nrp, Tdata)
+Esleep{(N−)(Tp+Tip)−(Tp+Tip−t)+Tip+Tdata} , Tp <t≤Tp+Tip

(2)

E(Nrp, Tdata) is the energy consumption for listening the portion of the data
frame. For convenience, we ignore the value of E(Nrp, Tdata) . (3) shows the
boundary condition of E(Nrp, Tdata).

0 < E(Nrp, Tdata) ≤ Erecv · Tp (3)

In the case of simple PS-MAC, there is no mechanism to avoid overhearing and
receiving meaningless preamble. So the necessary energy for data reception is (4).

Ereceiver=Erecv(Tdata+x)+Esleep(Tpreamble−x)=Eoverhearing, 0<x≤Tsleep (4)

In Fig.6, we compute the total energy consumption for transmitting one data
frame with 100msec. channel-check interval. Total energy means the summation
of energy consumption of a receiver and neighbors. Ideal-MAC means there is no
overhearing and no preamble sampling. SESP-MAC has the mechanism to avoid
overhearing and reception of useless SESP fames. So SESP-MAC consumes lower
energy than simple PS-MAC. In Fig.6 and Fig.7, we can see that SESP-MAC is
not only more energy efficient but also more independent of both the density of
nodes and the interval of channel-check than simple PS-MAC. In Fig.7, SESP-
MAC reduces the reception of redundant message that is caused by message
floodinga.

4 Conclusion

An energy-efficiency MAC protocol in WSN is an open research area in which we
are conducting further studies. To solve the problem of inefficient operations and
reach our goal in WSN, we have proposed SESP-MAC. The main idea of SESP-
MAC is to add control information into the short preamble frame. So the stream
of short preambles is used not only for preamble sampling but also for avoiding
overhearing, reducing control packet overhead and avoiding the listening of the
redundant message, caused by message-flooding. The performance results have
shown SESP-MAC is more suitable for general WSN and can achieve much con-
serving energy in reception compared to simple PS-MAC protocol. Fig.6 shows
the energy gain that is accepted by avoiding overhearing. Fig.7 shows the energy
saving for reducing meaningless SESP frames. In case of SESP-MAC, a neigh-
boring node of the receiver consums much less energy than energy consumption
of the receiver. But the case of simple SP-MAC, the energy consumption of both
recevier and neighbor is similar. In Fig.7, we solve the energy waste, caused by
reception of redundant flooding message.

This novel protocol is the subject of an ongoing study, and we plan to imple-
ment SESP-MAC protocol on the node that we have created.
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Abstract. In this paper, we propose DDTM, Data Diffusion considering Target 
Mobility for large-scale WSN. Most of existing routing protocols did not 
consider mobile target and sink. So it requires frequently flooding and path 
update whenever targets or sinks move. This can lead to drain battery of sensors 
excessively and decrease lifetime of WSN. We proposed DDTM for Target 
Mobility. DDTM decreases a consumption of energy as reusing the existing 
grid structure of existing routing protocol TTDD, when the target moves in 
local cell. We evaluate performance of DDTM and TTDD in target mobility 
and scalability through measuring the mathematical cost. Our results show that 
DDTM supports target mobility efficiently in WSN.  

Keywords: WSN, Target Mobility, DDTM, TTDD, Grid Structure. 

1   Introduction 

Wireless Sensor Network (WSN) is a network consisted of large number, small size 
of sensor nodes. WSNs act similarly with Ad-hoc networks, but it is different from 
Ad-hoc networks. Ad-hocs are constructed for providing communication services 
between nodes without communication infrastructure. On the other hand, WSNs are 
constructed for collecting information about environment to sink. In WSNs, energy 
efficiency for lifetime of network is more important than performance of network, 
because WSNs are restricted to low hardware resources of terminal devices such as 
memory, computation power and to frequent network partition caused by exhaustion 
of battery, failure of sensors during communication between the sensors. End-point 
mobility is more important issue than node mobility in WSNs. Although several data 
diffusion protocols have been proposed for sensor networks, such as Directed 
Diffusion [7], Rumor Routing [8], TTDD [5], SPIN [6], etc., few existing approaches 
provide a scalable and efficient method to solve these problems. They are required 
flooding and route update whenever targets or sinks move and it can lead to drain 
battery of sensors excessively and decrease lifetime of WSN. 

In this paper, we proposed DDTM, Data Diffusion consider Target Mobility to 
address the multiple, mobile target problem. DDTM is based on TTDD (Two-tier 
Data Dissemination in Large-scale Wireless Sensor Networks)[5] to address sink 
mobility problem. TTDD handles only a sink mobility efficiently compared with 



12 Y. Suh and Y. Shin 

other existing network protocols, However, it do not consider a target mobility, it 
requires very high energy resources by reconstructing the grid structure whenever 
targets move. DDTM decrease a consumption of energy when a target moves in local 
cells as reusing the existing grid of TTDD. 

The rest of this paper is organized as follows. Section 2 describes the operation and 
problem of TTDD. Section 3 introduces the design of DDTM, Section 4 evaluates 
performance of DDTM and TTDD in target’s mobility through measuring the 
mathematical cost. Finally, we conclude this paper in Section 5.  

2   TTDD 

In TTDD, sensors are assumed to know their locations and be stationary. Existing 
routing protocols suggest that each mobile sink need to continuously propagate its 
location information throughout the sensor field, so that all sensor nodes are informed 
of the direction of sending future data reports. However, frequent location updates 
from multiple sinks can lead to both increased collisions in wireless transmissions and 
rapid power consumption of the sensor’s limited battery supply [5]. 

As soon as a source generates data, it starts preparing for data dissemination by 
building a grid structure. The source sends data announcement message to each of its 
four adjacent crossing points. The node sent this message becomes dissemination 
node and propagates recursively its four adjacent crossing points. Once a grid for the 
specified source is built, a sink can flood its queries within a local cell to receive data. 
The query will be received by the nearest dissemination node on the grid, which then 
propagates the query upstream through other dissemination nodes toward the source. 
Requested data will flow down in the reverse direction to the sink [5]. 

TTDD build the grid on a per-source basis, so that different sources recruit 
different sets of dissemination node. TTDD considers efficiently sink mobility by 
using a grid structure, but do not handle the target mobility. If a target moves, a 
source changes to a current sensor node sensing target. The source may build 
frequently the new grid, if sensor network has multiple targets and moves frequently, 
the sensor network may be exhausted rapidly by very high energy consumption. 

3   DDTM 

This paper studies the problem of efficient data diffusion in a large-scale network 
having multiple, mobile target. We consider a network made of stationary sensor 
nodes, sinks and targets may change their locations dynamically.  

In this work, a source refers to a sensor node that generates sensing data to report 
target. Once a stimulus appears, the sensors surrounding it collectively process the 
signal and one of them becomes the source to generate data reports. A target is a 
phenomenon or a material object that sensor nodes like to generate information. It is 
potentially multiple, mobile and each has an identifier. Sinks query the network to 
collect sensing data. There can be multiple sinks moving around in the sensor field.  
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3.1   Terminology 

Grd_RZ (Grid Reusing Zone) 
A new source in this zone reuses the grid built by a previous source. A previous 
source which constructed the grid stores a cell size R (a maximum distance from grid 
construction source) in cache table. If the target leaves from this zone, the new source 
builds the new grid structure and the new Grd_RZ.  

Tgt_MZ (Target Mobility Zone) 
As soon as a source senses a target, it notifies neighbor sensor nodes by flooding 
MZ_ADV (Mobility Zone Advertisement) message in a local area. We refer to this 
local area as Tgt_MZ. This zone is built for setting a route between a new source and 
a previous source. One of sensor nodes within Tgt_MZ may become the new source if 
the target moves. We refer to sensor nodes within Tgt_MZ as candidate sources. 

3.2   Message and Cache Table 

As soon as a source generates data, it starts setting Tgt_MZ by flooding MZ_ADV in 
a local cell to notify neighbor sensor node appearance of target. Once neighbor sensor 
nodes receive this message, they stores information in the message to a cache table. 
MZ_ADV message is composed as follows: 

 
Tgt_ID               : identifier of target        
Seq   : sequence number 
Tgt_MZ_ID : ID of source’s own belonging Target mobility zone 
Grd_src : location, ID of grid construction source 
Tgt_MZ_Src      : location, ID of source building Tgt_MZ 
Grd_RZ cell size: range of grid reusing area (radius R) 
 
The Cache Table is composed as follows: 

 
Tgt_ID (Target ID)      :   identifier of target 
Prev_N (Previous Node)     :   ID of neighbor sensor node sending first MZ_ADV message 
Tgt_MZ_ID (Target Mobility Zone ID): ID of Tgt_MZ that sensor node’s own belongs 
(Increase one by one whenever a source generates Tgt_MZ) 
Grd_Src (Grid construction source)   :   location, ID of grid construction source 
Grd_RZ (Grid Reusing Zone)             :   range of grid reusing area (radius R) 

3.3   Operation of DDTM 

DDTM is composed tour steps. One step is target sensing and the Grd_RZ setting, 
second step is the Tgt_MZ building and third step is the route setting, fourth step is 
data forwarding.  

Target Sensing and Grd_RZ Setting 
Once the source generates data about target, it decides whether it generates the new 
grid or reuses the existing grid through the cache table. The source generates the 
Grd_RZ following two cases. One is that information of the target does not exist in  
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Fig. 1. Grd_RZ building 

 

Fig. 2. Algorithm 1 - Grd_MZ Setting by nodei 

cache table. The other is that the source leaves from Grd_RZ range although exist 
information of target in cache table. The former one sets Grd_RZ by initializing the 
Grd_RZ field of cache table with cell size R0(see Fig. 1 (a)). The latter one 
regenerates a new grid and new Grd_RZ (see Fig. 1 (b)). R changes according to 
target moving pattern. If the cache table of source has many Tgt_MZ, target’s moving 
range may be small and the number of target’s movements may be quite a few. In that 
case, the source sets up cell size small, in opposite case, one sets up cell size large. 
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But Ri+1 is similar to Ri , because the target moving pattern may be regular usually. So 
Ri has influence on Ri+1. 

Tgt_MZ building 
Once the source generates data, it builds Tgt_MZ after setting Grd_RZ. Before 
forwarding data to sink, the source floods MZ_ADV message to neighbor sensor 
nodes in local area. The source retrieves in the cache table whether or not its own 
Tgt_MZ exists. If not, it is grid construction source and fills Tgt_MZ field with 1 and 
Prev_N field with NULL. it generates MZ_ADV message with information in cache 
table, and floods within radius r range. (See Fig. 4 (a)) 

Sensor nodes received this message are included within Tgt_MZ of the current 
source. Fig. 4 (a) shows that Cdt_S1 and Cdt_S2  is included Tgt_MZ of Grd_S. They 
caches MZ_ADV message received first from the neighbor sensor. Sensor nodes 
within Tgt_MZ are candidate source nodes which can become the new source when 
the target moves.  

 

Fig. 3. Algorithm 2 - Tgt_MZ Constructing by nodei 

 
Fig. 4. Tgt_MZ building 
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Route Setting  
It establishes a route between the new source and the old source that Tgt_MZ setting 
is repeated. The cache table is filled with information as Tgt_MZ setting is repeated. 
Fig. 4 (b) shows that the candidate source Cdt_S2 within Tgt_MZ of Grd_S becomes 
the new source New_S as the target moves (see Fig. 4 (a)). The new source adds to 
the largest Tgt_MZ_ID + 1 in Tgt_MZ_ID field of cache table, NULL in Prev_N 
field. And the source generates MZ_ADV message with new values and floods with 
radius r range. If this is repeated, Tgt_MZ is crossed as Fig. 4 (b). So the previous 
source and the new source receives MZ_ADV message of each other and is aware of 
information of each other.  

Data Forwarding 
Fig. 5 show that the new source forwards the data to the grid construction source, grid 
construction source forwards the data to dissemination node on a grid. The 
dissemination node forwards the data to sink. The source generating data forwards 
data to the neighbor sensor node in Prev_N field which has the smallest Tgt_MZ_ID 
in cache table. That defends loop of a route, in case the target wander in same the area 
and performs data for forwarding the shortest path.  

 

Fig. 5. Data Forwarding 

4   Performance Evaluation 

In this section, we evaluate the worst-case communication overhead and compare the 
performance on TTDD and DDTM in the scenarios of mobile target. We use model 
and notations of TTDD and derive additionally parameters under cover of model of 
TTDD. We consider a square of area in which sensor nodes are uniformly distributed.  

4.1   Model and Notations 

We consider a square sensor field of area A in which N sensor nodes are uniformly 
distributed so that on each side there are approximately N  sensor nodes. There are k 
sinks and kt  targets in the sensor field. Sinks move at an average speed v, targets move 
at an average speed vt, while receiving d data packets from a source during a time  
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period of T. Each data packet has a unit size and both the query and data 
announcement messages have a comparable size l. The communication overhead to 
flood an area is proportional to the number of sensor nodes in it.  

The source divides the sensor field into cells; each has an area 2α . There are 
ANn /2α=  sensor nodes in each cell and n sensor nodes on each side of a cell. Each 

sink traverses m cells and m is upper bounded by α/1 vT+ . For stationary sink, 
m=1[5]. There are average e neighbor sensor nodes around one sensor nose and 

Np 2 sensor nodes on the route between the previous source and the new source. 

There are sensor nodes 22 /αnr in per Tgt_MZ. Unit size of Tgt_MZ is r and unit size 
of Grd_RZ is R. Each target traverses M Tgt_MZs and M is upper bounded 
by rTvt /1 + . For stationary target M=1. When target moves in sensor field, Grd_RZ is 

generated G and G is upper bound by RTvt /1+ . We assumes same parameters that 

TTDD shows comparable performance with existing Protocol as A=2000×2000m2, 
N=10000, n=100, k=4, c=1, d=100, 1=1, m=1, e=10, p=5, r= ,α G=1, kt=1. We 

consider the performance on a per-Grd_RZ. 

4.2   Target Mobility 

We analyze the worst-case message overhead of TTDD and DDTM. The overhead for 
the query to reach the source is lNcenl )(2+ )20( ≤< c , the overhead to deliver 

d/m data packets from a source to a sink is 
m

d
Nc )(2 . For k mobile sinks, the 

overhead to receive d packets about stationary target in m cells is: 
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When kt targets move M times, the overhead to build M Tgt_MZ is e(r2 2/α )nlM There 

are (pr n)/α sensor nodes on route between the new source and the previous source. 

p is a factor increasing the number of nodes on route. The data message overhead to 
MZ_ADV message overhead is e(r2 2/α )lM. The overhead to deliver from the present 
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Fig.6 (a) shows the overhead of DDTM/TTDD. Once the target moves, it decreases 
rapidly the number of target movements to 36. It means that the overhead of the grid 
reconstruction on TTDD is much more than the one of the local flooding on DDTM. 
In case of over 36 decreases fluently, this is because high target mobility leads to 
frequent the local flooding on DDTM. Although the target’s movement increases 
continuously, the curve is flat. That presents that the increase of the local flooding 
does not influence greatly on overall the message overhead for the sensing data to 
reach the sink. Also the DDTM/TTDD overhead is more than 1, in case of the target 
is stationary (M=1). This is because DDTM performs the same operation with TTDD 
and floods in local cell to build Tgt_MZ. But DDTM/TTDD overhead is close to 1, it 
shows that DDTM has the performance comparable with TTDD in stationary target 
scenarios. Consequently, DDTM has the message overhead smaller than TTDD in 
mobile target scenarios and shows the comparable performance with TTDD even than 
stationary target scenarios. 

 

Fig. 6. Message Overhead v.s Target’s Mobility v.s. Energy Consumption 

We analyze the energy consumption of TTDD and DDTM. We assume same WSN 
environmental parameters that show the best performance on TTDD. So we assume 
parameters as A=2000×2000m2, α =200m, v=4, n=N/100, m=2, M=1+0.3vt , the other 
parameters are same with section 4.1. Also the MZ_ADV packet is l=36byte, the data 
packet is D=64byte. The initial energy is 26kJ, the energy for sending data is 
Et=0.47 Jµ /bit, energy for receiving data is Er=0.47 Jµ /bit [9]. As target is stationary, 

the energy consumption to deliver once data to sink is: 
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Fig. 6 (b) shows that the energy consumption of DDTM is higher than one of TTDD 
when the target’s moving speed is less than 18m/s. This is because DDTM performs 
the grid construction and building Tgt_MZ for reusing the grid. However, the higher 
speed a target moves at, the more rapidly the energy consumption of TTDD increases 
to construct a new grid. So the energy consumption of TTDD increases over 3 times 
than DDTM when it is to 100m/s. Consequently, the high target mobility make the 
source construct frequently a grid, this causes so much energy consumption. 

4.3   Scalability 

Equation (8) is derived by substituting M=1+0.3vt , n=N/100 on Equation (3). 
Equation (8) shows the impact of the number of sensor nodes overhead compared 
with a TTDD.  
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Fig. 7 (a) shows the TTDD communication overhead as a function of N with different 
target moving speeds for kt = 1 case. Though the number of nodes highly increases, 
DDTM/TTDD <1. In this work setup, DDTM has consistently lower overhead 
compared with TTDD in mobile target scenario. Fig. 7 (b) shows the TTDD and 
DDTM communication overhead in multiple targets. In TTDD, building grid has 
higher overhead compared with local flooding for grid reusing in DDTM. 

 

Fig. 7. Node Number v.s Message Overhead v.s. Target Number 

5   Conclusion 

In a large scale sensor network, previous works do not consider efficiently end-point 
mobility, so it should frequently flood throughout network or update the route 
whenever targets and sinks move. TTDD worked up to solve the problem by utilizing 
a grid structure, but this brings the excessive energy consumption in WSN 
environment which has high target mobility. Because it addresses only sink mobility.  
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Such the excessive message by updating the route, reconstruction a grid structure and 
the flooding requires the high energy consumption. It reduces the lifetime of WSN.  

This paper introduces DDTM, data diffusion for the target mobility. DDTM 
considers the energy efficiency as addressing the end-point mobility. It is based on 
TTDD handling the sink mobility and addresses the target mobility as reusing a grid 
structure on TTDD by building the Target Mobility zone and the Grid reusing zone. 

We confirmed that DDTM can effectively deliver data from mobile targets to 
mobile sinks with performance comparable with TTDD.  
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Abstract. Optical Burst Switching (OBS) is a promising switching paradigm to 
efficiently support Internet Protocol (IP) packets over optical networks, under 
current and foreseeable limitations of optical technology. The prospects of OBS 
networks would greatly benefit, in terms of cost and ease of implementation, 
from limiting the wavelength conversion capabilities at the network nodes. This 
paper describes and assesses the performance of a traffic engineering strategy 
for optimizing the wavelength assignment in OBS networks with limited-range 
wavelength conversion capabilities. Simulation results show that this strategy 
significantly improves the network performance when the network nodes have 
wavelength converters with small conversion ranges. 

Keywords: Limited-range wavelength conversion, optical burst switching, 
traffic engineering, wavelength assignment. 

1   Introduction 

The increasing bandwidth demand of IP-based services is already being supported by 
transport networks which exploit the huge transmission capacity offered by optical 
fibres and Wavelength Division Multiplexing (WDM) technology [1]. Despite the 
widespread use of optical technology in transmission, current optical networks mostly 
provide static wavelength routing. Hence, switching of data is still performed in the 
electrical domain, requiring optical-electrical-optical (O-E-O) conversion equipment 
per each wavelength channel and high speed IP routers. Not only thus the amount of 
O-E-O conversion equipment grows with the number of wavelengths per link, but 
also the electrical switching equipment becomes more expensive as channel bit rate 
increases [2]. As a result, current IP over WDM solutions will not be able to support 
the increasing bandwidth demands in a cost-effective way. In view of this, optical 
switching technologies and architectures have attracted considerable interest, as they 
are expected to reduce switching costs in next-generation transport networks. 
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The three main optical switching paradigms are Optical Circuit Switching (OCS), 
Optical Burst Switching (OBS), and Optical Packet Switching (OPS). The former 
paradigm is easily implemented with existing optical technology, but it is inefficient 
in supporting bursty IP traffic, mainly due to its coarse wavelength granularity. On the 
other hand, the latter paradigm provides statistical multiplexing at the packet level, 
but requires optical buffering and optical processing capabilities, which are still too 
immature for a near term deployment. The OBS paradigm aims at a compromise 
between bandwidth utilization efficiency and optical technology requirements [3]. It 
achieves sub-wavelength granularity by assembling multiple IP packets into bursts, 
which are the elemental traffic units routed and switched inside the OBS network, 
while avoiding optical buffering and processing by reserving bandwidth for burst 
transmission in advance and using out-of-band signalling. 

OBS networks use one-way resource reservation mechanisms [4], which allocate 
wavelengths for burst transmission on a link by link basis, ignoring the wavelengths 
availability in the downstream links of the burst path. Thus, wavelength contention 
occurs when two or more bursts, overlapping in time, arrive at a transit node on the 
same wavelength and are directed to the same output link. Given that unresolved 
contention leads to burst loss, degrading the network performance, most studies on 
OBS networks assume that wavelength contention is resolved using wavelength 
converters to convert the wavelength assigned to the contending bursts to wavelengths 
that are available on the output link. However, while wavelength conversion devices 
remain relatively immature and expensive [5], optical networks are expected to only 
benefit from limited or sparse wavelength conversion capabilities [6]. 

In this paper, we study the performance improvements achieved when using traffic 
engineering in the wavelength domain to optimize the wavelength assignment in OBS 
networks with limited-range wavelength conversion capabilities. Previous works [7], 
[8] have proposed traffic engineering strategies to improve the performance of OBS 
networks without wavelength converters. Here, we adapt the strategy proposed in [8] 
for optimizing the use of wavelength converters with only limited conversion ranges. 
Simulation results show that this strategy improves the network performance, in some 
cases by several orders of magnitude in terms of average burst blocking probability, 
when the wavelength converters have small conversion ranges. 

The remainder of the paper is organized as follows. Section 2 outlines the OBS 
network architecture and enabling optical technologies. Section 3 describes a traffic 
engineering strategy that aims at minimizing contention for the same sub-set of 
wavelengths by overlapping burst paths and, thus, improving the performance of OBS 
networks with limited-range wavelength conversion. The performance of this strategy 
is evaluated through network simulation in section 4. Finally, section 5 presents the 
concluding remarks. 

2   OBS Network Architecture and Enabling Technologies 

Transport of IP packets by an OBS network complies with the following principles. 
Firstly, the IP packets arriving at an OBS edge node are sorted out based both on their 
destination node and Quality-of-Service (QoS) requirements, and are assembled into 
bursts according to a burst assembly strategy. Upon assembling a burst, the edge node 
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sends a Burst Header Packet (BHP) message through a separate wavelength channel 
to signal the forthcoming burst transmission. The BHP message, preceding the data 
burst by a short offset time, is electronically processed at every core node along the 
burst path, whereas the burst is switched in the optical domain. The node’s control 
unit processes the bandwidth reservation request carried by the BHP and tries to both 
allocate a wavelength on the appropriate output fibre and to configure the node’s 
optical switch matrix for the upcoming burst. If bandwidth reservation is successful in 
the entire burst path, the burst reaches its egress node, where it is disassembled and 
the data are delivered to the higher layer protocol. 

The separation of control signal and data burst in both the wavelength and time 
domains relaxes the optical technology requirements. Essentially, the OBS paradigm 
demands the deployment, at the network nodes, of optical switch matrices with fast 
switching times [9]. All-optical wavelength converters, although not necessary from a 
conceptual perspective, are assumed to be available in the majority of proposals for 
OBS networks, given their ability to efficiently resolve contention, greatly improving 
network performance [10]. However, these devices are still undergoing research and 
development and experimental results with some of the most promising techniques for 
wavelength conversion have shown that their performance strongly depends on the 
combination of input and output wavelengths [11]. Consequently, in the near future, 
all-optical wavelength converters will likely only be able to efficiently convert an 
input wavelength to a limited range of output wavelengths. In an OBS network, this 
limits the ability of resolving wavelength contention at the network nodes, degrading 
the network performance as compared to that achieved when any input wavelength 
can be converted to any output wavelength. 

In view of the current limitations of wavelength conversion technology, research 
efforts should be directed to improving the performance of OBS networks in which 
the nodes have practical Limited-Range Wavelength Converters (LRWCs), instead of 
ideal, but complex/expensive, Full-Range Wavelength Converters (FRWCs). 

3   Traffic Engineering in the Wavelength Domain for Minimizing 
Wavelength Contention in OBS Networks with LRWCs 

The performance of OBS networks with wavelength conversion restrictions, such as 
no wavelength conversion, and limited-range and/or sparse wavelength conversion, 
will eventually be improved if chances of wavelength contention at the network nodes 
are minimized. The principle underlying the strategies for minimizing wavelength 
contention in OBS networks is the following [12]: if two or more burst paths share 
one or more network links, contention on those links will be reduced if each burst 
path gives preference to using wavelengths different from those preferred by the other 
overlapping burst paths. That is, the chances of wavelength contention can be reduced 
by isolating, as much as possible, burst traffic of overlapping burst paths on different 
wavelengths. In practice, each ingress node maintains a priority-based ordering of the 
wavelengths per each egress node and uses it to search an available wavelength (in 
the first link of the burst path) for transmitting bursts towards the egress node. 

The work in [7] introduced the use of traffic engineering in the wavelength domain 
to minimize wavelength contention in OBS networks without wavelength converters 
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at the network nodes. The proposed strategy uses network and traffic conditions that 
are expected to remain unchanged over relatively long time scales, such as network 
topology, routing paths, and average offered traffic load between the network nodes, 
to determine the wavelength orderings that reduce the probability of using the same 
wavelength in overlapping burst paths. Recently, the authors proposed a new traffic 
engineering strategy to attain the same goal [8]. This new strategy was shown to 
significantly outperform that of [7] in improving the performance of OBS networks 
without wavelength converters. In the following, we extend the use of the strategy in 
[8] for OBS networks with limited-range wavelength converters at the network nodes. 

Consider an OBS network with N nodes, L unidirectional links, and W wavelengths 
per link. Let Π denote the set of paths used to transmit bursts in the network, and let 
Ei denote the set of links traversed by path πi∈ Π. Let also γi denote the average traffic 
load offered to path πi. Define the wavelength conversion range R as the number of 
output wavelengths each input wavelength can be converted to. Note that if R=1, the 
output wavelength used by a burst must be the same as its input wavelength (no 
wavelength conversion), whereas if R=W, each input wavelength can be converted to 
any of the W output wavelengths (full-range wavelength conversion). Moreover, let 
Λ={λj: 1 ≤ j ≤ W} denote the set of wavelength channels in each link and assume that 
each wavelength λj∈Λ can only be converted to wavelengths of a sub-set of Λ with 
size R. More precisely, assume Λ is partitioned into W/R disjoint sub-sets, hereafter 
called wavebands, Λi={λj: (i–1)R ≤ j ≤ iR}, 1 ≤ i ≤ W/R, and that input wavelengths 
can only be converted to output wavelengths inside the same waveband. 

Under these assumptions, we can generalize the concept of wavelength contention 
minimization to that of waveband contention minimization, where the objective is 
then to use the described inputs to determine the waveband orderings of each burst 
path that minimize the probability that overlapping burst paths will use the same 
waveband. Therefore, when assigning a wavelength to a burst generated locally, the 
ingress node will first search for an available wavelength on the waveband with 
highest priority. If none is available, it searches for an available wavelength on the 
following ordered waveband and so on. However, the resulting optimization problem 
inherits the shortcomings of the wavelength contention minimization problem [8], 
noticeably, the fact that it is not possible to express any relevant performance metric 
as a function of the known inputs in an analytical closed-form manner. 

Waveband contention can only occur between bursts using paths that share at least 
one network link. Moreover, the chances of waveband contention are expected to 
increase with both the average traffic load offered to the paths and the number of 
common links [7]. Hence, define the interference level of path πi on path πj as 

,|,|γ)π,π( jiEEI jiiji ≠∩=  (1)

where |Ei ∩ Ej| denotes the number of links shared by both paths, and define the 
combined interference level between paths πi and πj as 

.|,|)γγ()π,π()π,π()π,π(c jiEEIII jijiijjiji ≠∩+=+=  (2)
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Basically, the higher the combined interference level of two paths, the higher the 
likelihood that bursts on those paths will try to go through the same network link at 
the same time, thus contending for the same resources. 

In general, waveband contention between bursts of two paths that share at least one 
network link is minimized if they use opposite waveband orderings. However, in most 
practical network scenarios, each path shares network links with many other paths 
and, therefore, it is not possible to have opposite waveband orderings for each two 
overlapping paths. Consequently, waveband contention minimization strategies have 
to use some estimate of the likelihood of waveband contention, such as the combined 
interference level, to determine which burst paths should have waveband orderings as 
opposed as possible, in the sense that one burst path gives higher priority to 
wavebands that have low priority on the other path. 

Let 1 ≤ P(πi,Λj) ≤ W/R denote the priority assigned to waveband Λj on the burst 
path πi. Thus, the wavelengths of Λj will be used by πi with priority P(πi,Λj) in the 
network links Ei. The proposed Heuristic Minimum Priority Interference (HMPI) 
strategy assigns a priority to each waveband on each burst path as to minimize the 
priority interference on the links. That is, it minimizes, as possible, the amount of 
burst paths that use with high priorities the same waveband on a link, thus reducing 
the chances of wavelength contention in the link. The strategy comprises two separate 
stages. In the first stage the primary (highest priority) waveband used by each burst 
path is selected, while the second stage orders the non-primary wavebands for each 
burst path. The primary waveband selection stage consists of the following steps. 

(S1) Reorder the paths of Π such that if i < j one of the following conditions holds 

;)π,π()π,π(
ππ
∑∑

∈∈

>
ΠΠ kk

kjki II  (3)

.||||and)π,π()π,π(
ππ

jikjki EEII
kk

>= ∑∑
∈∈ ΠΠ

 (4)

(S2) Consider M=W/R sub-sets, one per waveband, initially empty, that is, |Πj|=0 
for j=1,…,M. Following the path ordering of Π, include path πi in sub-set Πj 
such that one of the subsequent conditions holds 

;)π,π()π,π(
π
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(S3) Select the waveband Λj as the primary waveband of all the paths in sub-set Πj, 
that is 

.
otherwise0
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= ji
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M
P

Π
Λ  (7)
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The non-primary waveband ordering stage comprises the following steps, which 
are executed for all priorities Mp <≤1  in decreasing order and for all paths Π∈iπ  

by the ordering defined in the first stage of the HMPI strategy. 

(S1) Let { }MjP jij ≤≤== 1,0),π(:* ΛΛΛ  denote the initial set of candidate 

wavebands, containing all wavebands that were not assigned a priority on πi. 
If |Λ∗|=1 go to (S7). 

(S2) Let { }*,0,),π(,,π:* ΛΛΛ
Λ

∈>∩=≠∃= jilkjllk EEpPilpP  denote the 

set of priorities already assigned to candidate wavebands on paths that overlap 
with πi. 

(S3) Let { }}0,:),π(max{minρ * >∩≠=
∈ iljl EEilP

j
Λ

ΛΛ
 be the lowest priority 

from the set of the highest priorities assigned to candidate wavebands on the 
paths that use links of πi. Update the set of candidate wavebands as follows 

{ }*** ,0,ρ),π(,,π:\ ΛΛΛΛΛΛ ∈>∩>≠∃← jiljllj EEPil . (8)

 If |Λ∗|=1 go to (S7). 

(S4) Let { }∑ =>∩⊃= ρ),π(,0,:γ),( jlilmlljm PEEeEeC ΛΛ  be the cost 

associated with waveband Λj on link im Ee ∈ . Thus, the minimum cost among 

the highest costs associated with the candidate wavebands on the links of path 

πi is { }}:),({maxminα * imjme EeeC
j

∈=
∈

Λ
ΛΛ

. Update the set of candidate 

wavebands as follows 

{ }*** ,,α),(:\ ΛΛΛΛΛΛ ∈∈>∃← jimejmmj EeeCe . (9)

 If |Λ∗|=1 go to (S7). 

(S5) Let ∑ ∈
=

im Ee jmji eCC ),(),π( ΛΛ  be the cost associated with waveband Λj 

on πi. Thus, ),π(minα *π jiC
j

Λ
ΛΛ ∈

=  is the minimum cost among the costs 

associated with the candidate wavebands on πi. Update the set of candidate 
wavebands as follows 

{ }*
π

** ,α),π(:\ ΛΛΛΛΛΛ ∈>← jjij C . (10)

 If |Λ∗|=1 go to (S7). 
(S6) Update the set of priorities assigned to the candidate wavebands as follows 

{ }*** ,ρ:\
ΛΛΛ

PpppPP kkk ∈≥← . (11)

 If | *Λ
P |>0 go to (S3). Else, randomly select a candidate waveband *ΛΛ ∈j . 

(S7) Assign priority p to the candidate waveband *ΛΛ ∈j  on path πi, that is 

( ) pP ji =Λ,π . (12)
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4   Results and Discussion 

The performance of OBS networks with LRWCs is evaluated here using network 
simulation [10]. The performance metric is the average burst blocking probability, 
which measures the average fraction of traffic (in bursts) discarded by the network. In 
the network simulations performed, the OBS network employs Just Enough Time 
(JET) resource reservation [3], albeit waveband contention minimization strategies 
can be used with any other one-way resource reservation mechanism [4]. 

A regular 10-node ring topology and the irregular 14-node NSF network topology 
[10] are used in this study. In both cases, a uniform traffic pattern is assumed and the 
network has 60 wavelengths per link, a wavelength capacity of 10 Gb/s, a switch 
fabric configuration time of 10 µs, and an average burst size of 100 kB. A negative 
exponential distribution is used for both burst size and burst interarrival time. The 
burst paths are computed with shortest path routing for the 10-node ring and with the 
load balancing algorithm of [13] for the NSF network. 
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Fig. 1. Performance of the 10-node ring network without waveband contention minimization 

Fig. 1 plots the average burst blocking probability as a function of the average 
offered traffic load normalized to the network capacity for the 10-node ring network 
with different wavelength conversion ranges (LRWC R), but without using waveband 
contention minimization. Ingress nodes use Random Assignment (RA) to allocate a 
wavelength to a burst generated locally. The average burst blocking probability and a 
95% confidence interval on this value were obtained by simulating 20 separate burst 
traces per average offered traffic load value. However, the confidence intervals are so 
narrow that are omitted for improving readability. 
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These curves illustrate the performance degradation observed in an OBS network 
using LRWCs with small wavelength conversion ranges, which is of such magnitude 
that causes the network to become impractical. Thus, it is of paramount importance to 
improve the performance of OBS networks that employ these realistic LRWCs. 
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Fig. 2. Performance of the 10-node ring network for small wavelength conversion ranges 

Fig. 2 shows the performance of the 10-node ring network employing LRWCs with 
small wavelength conversion ranges and for both the HMPI and RA strategies, that is, 
with and without the use of waveband contention minimization strategies. 

These results show that the HMPI strategy reduces, in some cases by several orders 
of magnitude, the average burst blocking probability of an OBS network employing 
LRWCs with small conversion ranges. This performance improvement is due to the 
ability of the HMPI strategy to isolate, as possible, the traffic of overlapping burst 
paths on different wavebands, thus significantly reducing the chances of waveband 
contention between bursts on these paths. 

Noticeably, these results also show that an OBS network with no wavelength 
conversion (R=1) using the HMPI strategy outperforms the same network with R=4 
using RA. Moreover, comparing the curves of Fig. 1 and Fig. 2 it is interesting to 
observe that with waveband contention minimization a network with R=4 almost 
achieves the performance of the same network without using waveband contention 
minimization, but with a much wider wavelength conversion range of R=15. 

In order to gain further insight on the impact of the wavelength conversion range 
on the effectiveness of the HMPI strategy, Fig. 3 plots the average burst blocking 
probability as a function of the wavelength conversion range for an average offered 
traffic load of 0.10 and 0.15. 
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Fig. 3. Performance of the 10-node ring network for an offered traffic load of 0.10 and 0.15 

The curves plotted in Fig. 3 show that without waveband contention minimization 
the average burst blocking probability decreases monotonically as the wavelength 
conversion range is increased. However, they suggest that a similar behaviour may 
not be observed when using waveband contention minimization, since for R=5 and 
R=6 the performance of the OBS network using the HMPI strategy is worst than that 
for R=4. Moreover, it was also observed that for R>6, the HMPI strategy does not 
outperform the RA strategy. The reason for this behaviour is that, for the same 
number of wavelengths per link, a wider wavelength conversion range corresponds to 
a smaller number of wavebands. Hence, when the number of wavebands becomes 
smaller than the number of burst paths traversing each link, the HMPI strategy can no 
longer efficiently isolate the traffic of overlapping burst paths on different wavebands 
and, as a result, does not reduce the chances of waveband contention. 

Due to lack of space in the paper the simulation results for the NSF network are not 
plotted here. However, they follow the same trends as those observed and discussed 
for the 10-node ring network. 

5   Conclusions 

In view of the current limitations of wavelength conversion technology and the 
reduced performance observed in OBS networks employing limited-range wavelength 
converters at the network nodes, this paper has proposed the use of traffic engineering 
in the wavelength domain for improving the performance of OBS networks with 
small wavelength conversion ranges. 
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A strategy for minimizing waveband contention between overlapping burst paths 
was described and its performance evaluated through network simulation. The results 
have shown that this strategy can improve the performance of OBS networks with 
small wavelength conversion ranges, in some cases by several orders of magnitude in 
terms of average burst blocking probability. Therefore, it contributes to the feasibility 
of OBS networks employing practical limited-range wavelength converters. 
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Abstract. In Optical Burst-Switched networks, the so-called Burst-
Control Packet is sent a given offset-time ahead of the optical data burst
to advertise the imminent burst arrival, and reserve a time-slot at each
intermediate node to allocate it. This work proposes a methodology to
estimate the number of packets to arrive in a given amount of time,
in order to make it possible to send the BCP packet straightafter the
first packet arrival and reduce the latency experienced during the burst-
assembly process.

The following studies the impact of a wrong guess in terms of over-
reservation of resources and waiting-time at the assembler, providing a
detailed characterisation of their probability density functions. Addition-
ally, a case example in a scenario with non-homogeneous Poisson arrivals
is analysed and it is shown how to choose the appropriate burst-assembly
algorithm values to never exceed a given over-reservation amount.

1 Introduction

Dense Wavelength Division Multiplexing [1] has been proposed as a promising
physical layer technology for the forthcoming next-generation Internet, due to
the huge amount of raw bandwidth provided, in the order of gigabits per wave-
length, with more than one hundred wavelengths per optical fibre [2,3]. In this
light, the Optical Burst Switching (or just OBS) paradigm over DWDM physical
layers arises as a cost-effective solution for the high utilisation and multiplex-
ing of such tremendous amount of raw bandwidth with relatively low switching
complexity involved [4,5].

In a typical OBS network, ingress nodes aggregate incoming packets into
larger-size data bursts, which are transmitted all-optically through the network
core. Such optical bursts do not suffer from optical/electrical/optical conversion
at the intermediate nodes, leading to a fast and efficient transmission of large
volumes of data.

Each optical burst has an associated Burst-Control Packet (or BCP), this is, a
small-size packet which carries the control information to get its associated data
� This work was funded by the European Union e-Photon/ONe+ project and by the
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burst delivered at the other end of the optical network. To do so, the BCP is
sent a given offset time in advance of its associated data burst, and is processed
electronically (it suffers O/E/O conversion) at each intermediate node along the
path. Its main role is to advertise each intermediate node of the size and expected
arriving time of its associated data burst [4,6]. With this information, the core
node can find and reserve a time-slot at the appropriate output wavelength, and
consequently, can immediately switch the data burst in the optical domain as
soon as it arrives. This way, the need for temporal buffering of optical data is
removed, in contrast to electrical switches.

Typically, the BCP is generated and transmitted straightafter the data burst
is assembled at the border node, since it must know the exact burst size and
release time to inform the intermediate nodes’ scheduler, under Just-Enough-
Time (JET) scheduling [4,6]. Hence, in addition to the delay suffered by the
data packets during the burst assembly process, the packets suffer an extra
delay given by the offset-time between the BCP and the data burst. In certain
situations, such delay may be excessive.

To alleviate such long delay, this work proposes a mechanism to overlap the
burst-assembly delay and the offset delay suffered by the the data packets. Es-
sentially, after the first packet has arrived at the burst assembler, our algorithm
generates and sends off the BCP to the next hop in the path. Such early BCP
carries out a given burst-release time (which is equal to the offset time) and
a rough estimation of the final size of the optical burst. The following studies
how to make such estimation, and analyses its impact on the global network
performance.

The remainder of this work is organised as follows: Section 2 studies the
statistics of the burst generation time and hints how to estimate the final burst
size. Section 3 validates the equations derived in the analysis section and further
proposes a scenario to evaluate the benefits of the early BCP release mechanism.
Finally, section 4 brings the main findings, conclusions and merits of this work.

2 Statistical Analysis of the Burst-Release Time

2.1 Problem Statement

As previously stated, ingress OBS nodes aggregate packets together into the so-
called bursts, which are converted to the optical plane. Throughout this work,
packet arrivals shall be assumed to follow a Poissonian basis with rate λ pack-
ets/seg. This assumption is gaining in importance among the network research
community, especially after the recent measurement-based studies in core Inter-
net links [7,8].

Let λ refer to the average rate of incoming packets per unit of time at the
burst assembler, and let n refer to the number of packets in a burst. Without
loss of generality, incoming packets are assume to have constant size. As shown
in figure 1, packet interarrivals xi, i = 1, . . . are exponentially distributed with
parameter λ = 1

EX .
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Fig. 1. Notation

Under these assumptions, the burst-assembler proceeds as follows: When the
first packet arrives at the border node (packet no. 1 in the figure), the BCP
is generated. Essentially, each BCP contains the information of (1) the time at
which the burst shall be released, namely to, and (2) the number of packets in
the optical burst, namely L̂. Typically, to must not be smaller than the offset
time, which is set by the network topology, and represents the amount of time
that a BCP needs to configure all the intermediate nodes along the path. Hence,
since to is fixed, the role of the burst-assembler is to guess the appropriate value
of L̂, taking into account that:

– It may well happen that the actual number of packets arriving within time
to, say L, is smaller than the estimated burst-size L̂. In this case, the optical
burst must be released anyway at time to, and cannot wait for the L̂ − L
packets remaining to fulfill the optical burst. Hence, the BCP has reserved at
intermediate nodes for L̂ packets, whereas only L < L̂ will actually occupy
such scheduled time. Thus, the amount of over-reservation is L̂−L packets.

– On the other hand, it may well happen that the optical burst-size reaches
the total of L packets before to, say at time t < to. However, the optical
burst cannot be released before time to, because it is only guaranteed that
the BCP has allocated space at time to. Therefore, the data burst must wait
in queue at the intermediate node during to−t units of time, and no resource
over-reservation occurs.

The above clearly brings a trade-off when guessing/estimating the value of L̂
packet arrivals before time to. A conservative estimation (L̂ small enough) would
lead to the over-reservation of resources at the intermediate nodes, whereas a
tight estimation (L̂ large) may produce buffer overloading at the burst-assembler.
The following sections analysis the impact of choosing L̂ small or large by means
of, firstly the over-dimensioning probability distribution (when L small), sec-
ondly the distribution of waiting time in queue (when L large).

2.2 Probability Distribution of the Burst-Release Time

Under the assumption of Poissonian packet arrivals, the assembly time t for a
L-sized burst follows a Gamma distribution with L − 1 degrees of freedom and
parameter λ, as noted in [9,10]. The Probability Density Function (pdf) for such
assembly time is given by
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Γt(L − 1, λ) =
λL−1tL−2

(L − 2)!
e−λt, t ≥ 0 (1)

with mean E[t] = L−1
λ and standard deviation Std[t] =

√
L−1
λ2 .

In this light, since the BCP is released after the first packet arrival with
information to and L, the probability to actually have L̂ − 1 additional packet
arrivals before release time to is given by:

P (t < to) =
∫ to

0

λL−1tL−2

(L − 2)!
e−λtdt =

γinc(L − 1, λto)
(L − 2)!

(2)

where γinc refers to the incomplete gamma function1.
It is worth noticing here that such probability depends not only on the choice

of to, but also on the value of L. Clearly, it is easier to complete L1 packets
within time [0, to] than L2 > L1 within the same amount of time. This effect is
shown in fig. 2.
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Fig. 2. Burst-release time distribution for various values of L

In this figure, the value of λ = 3 is fixed, but L takes values in the range
L ∈ {3, 6, 9, 12, 15, 18}. As shown, given to = 4 fixed, the probability to complete
L packets before to decreases the larger the value of L (see table 1).

Hence, the choice of L relatively small is a conservative estimation, that is,
high probability to complete L packets before time to. Moreover, the choice of
small L would probably lead to a situation at which data bursts are completed
in a time t much earlier than to, thus requiring to allocate them in memory
for time to − t. However, the opposite (relatively large L values) leads to high

1 Note that γinc(n, x) =
∫ x

0
tn−1e−tdt.
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Table 1. A few values of γinc(L − 1, λto)

L P (t < 4)
3 0.9999
6 0.9924
9 0.9105

12 0.6528
15 0.3185
18 0.1013

probability of transmitting data bursts with less packets than predicted, thus
over-loading the network.

The following analyses in detail the amount of over-reserved resources due to
large values of L, and the burst waiting-time in queue due to early completion
when small L.

2.3 Case 1: Over-Reservation of Resources

This section studies the first situation described above: The case at which the
BCP reserves for a L̂-sized optical burst, whereas the actual optical burst is of
size n < L̂ size. Let Y refer to the random variable that represents the excess
reservation at intermediate nodes, that is, Y = L̂ − n. The probability mass
function of Y , conditioned to L̂, is given by:

P(Y = m) = P(n = L̂ − m Poisson arrivals in [0, to)) =

=
(λto)L̂−m

(L̂ − m)!
e−λto (3)

where 0 ≤ n ≤ L̂−1. As shown, the random variable Y is distributed as a shifted
Poisson distribution.

Finally, the average over-reservation (in packets) is given by:

E[Y ] =
L̂−1∑
n=1

(L̂ − n)
(λto)n−1

(n − 1)!
e−λto (4)

2.4 Case 2: Waiting Time Distribution

This section examines the second situation described above: The case at which
the L̂-th packet arrives at time t < to, thus fulfilling the data burst, and forcing
the completed burst to be buffered for time to − t. Let Z refer to the random
variable that represents the waiting-time in buffer, that is, Z = to− t. Then, it is
clear that the probability density function of Z is the shifted gamma distribution:

fZ(t) = Γto−t(L̂ − 1, λ) =

=
λL̂−1(to − t)L̂−2

(L̂ − 2)!
e−λ(to−t), 0 ≤ t ≤ t0 (5)
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The average waiting time can be easily obtained by:

E[to − t] =
∫ to

0
(to − t)

λL̂−1tL̂−2

(L̂ − 2)!
e−λtdt =

= to

∫ to

0

λL̂−1tL̂−2

(L̂ − 2)!
e−λtdt −

∫ to

0

λL̂−1tL̂−1

(L̂ − 2)!
e−λtdt =

= to
γinc(L̂ − 1, λto)

(L̂ − 2)!
− 1

λ

γinc(L̂, λto)
(L̂ − 2)!

(6)

3 Experiments

The following experiments are focused on first, demonstrating the validity of eq. 3
and 5 above; and secondly, propose an algorithm to obtain the adequate value
of L̂ to meet a set of requirements, in an environment with non-homogeneous
Poisson arrivals.

3.1 Validation

This experiment aims to show the validity of eq. 3 and 5 above. To do so, we have
simulated a burst-assembler receiving N = 106 incoming packets on a Poissonian
basis with parameter λ = 100000 packets/sec. The estimated size of outgoing
optical bursts has been chosen as L̂ = 50 packets, and the burst-release time
is to = 53.52ms. With these values, an amount of 25% of cases are not able to
complete a 50-sized data burst before time to, as given by:

P (t > to) =
γinc(L̂ − 1, λto)

(L̂ − 2)!
= 0.25

whereas the other 75% do manage to fulfill the data bursts within time.
Figure 3 (top) shows the histogram of the waiting-time in queue of the 75%

of cases (around 0.75 × 106/50 ≈ 15000 simulated bursts) that achieve burst-
completion within time together with the theoretical values given by equation 5.
Similarly, figure 3 (bottom) shows the amount of over-reserved packets at in-
termediate nodes for the 25% of cases (around 0.25 × 106/50 ≈ 5000 simulated
bursts) that do not reach L̂ within time. Again, the theoretical values, given by
equation 3, are plotted together with the simulated results.

Obviously, the bottom figure is less accurate than the top figure, since in the
bottom figure only 25% of the total cases constitute the histogram, whereas the
top figure has been computed with 75% of the cases. Overall, it turns out that
the analytical expressions match the simulation results very well.

3.2 Numerical Example

This experiment presents a mechanism to obtain the appropriate value of L̂
in a sample scenario with non-homogeneous Poisson arrivals. Indeed, incoming
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Fig. 3. Waiting-time (top) and over-reservation (bottom) distributions for L̂ = 50
packets

packets have been assumed to follow a Poissonian distribution with changing λ.
For simplicity, we have assumed:

λ(n) = 105 + 2 · 105 cos2(
2π

1000
n) packets/sec

This is a value of λ ranging from 100000 to 300000 packets/sec with period 500
samples.

Obviously, the burstifier does not know the real value of λ at each instant
and has to estimate it. In the experiment we have considered the well-known
Exponential-Weighted Moving Average algorithm to estimate λ. Essentially, such
algorithm proceeds as follows: For every new packet arrival with interarrival time
xn from the previous one, n ≥ 1, we estimate the average interarrival time as:

ˆ̄xn =
W

W + 1
ˆ̄xn−1 +

1
W + 1

xn

for some value of W . With this value, we compute the estimated λ̂ as λ̂n =(
ˆ̄xn

)−1 since λ = 1/EX . The choice of parameter W is a measure of the memory
of the estimation. That is, W small gives more weight to new samples than
W large. However, W provides a smoother estimate of λ. For highly changing
environments, a small value of W is preferred. In our case, figure 4 shows the
evolution of the estimated λ̂ for several values of W . Clearly, W = 25 shows the
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Fig. 4. Example of EMWA for W = 10 (top), W = 25 (middle-top), W =
50 (middle-bottom) and W = 100 (bottom) for the case λ(n) = 105 + 2 ·
105 cos2( 2π

1000
n) packets/sec.

best behaviour in terms of high accuracy in the estimation with fast tracking of
the changes in λ.

In our case, we have chosen the value W = 25. Figure 5 (top) shows the real
value of λ along with the estimated λ̂ using the EWMA algorithm with W = 25.

Concerning the remaining experiment parameters, we have chosen the value
to = 10.19 ms, which is fixed by the network topology, and a strategy of designing
L̂ on attempts to have bursts than exceed this value no more than 10% of the
times. That is:

Find L̂ such that
γinc(L̂ − 1, λ̂to)

(L̂ − 2)!
= 0.9

as pointed out in equation 2.
With this parameter set, figure 5 shows the evolution of λ̂n (fig. 5 top), the

predicted size (fig. 5 middle) and waiting-time in queue (fig. 5 bottom) with
both real λ and estimated λ̂.

As shown, when the estimation λ̂ and the real value of λ are close, both the
predicted size and waiting-time in queue are close too. Additionally, it is worth
remarking that, in those cases where there is an excess of packet reservation, the
waiting-time in queue is null (see for instance the inverval n ∈ [100, 200]), and
vice versa.
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Fig. 5. Numerical example: evolution of λ̂n (top); estimated optical burst size along
with their optimal values (middle); and, burst-waiting time in queue along with the
optimal values (bottom)

Finally, it is worth emphasising that the algorithm finds the appropriate L̂which
produces over-reservation only 10% of the times. However, sometimes the algo-
rithm finds such value based on a wrong estimate of λ, thus leading to situations
with higher over-reservation of resources than the designed 10% of the cases.

4 Summary and Conclusions

This work proposes to send the Burst Control Packet of a given optical burst as
soon as the first packet comprising the burst has arrived at the burst-assembler.
The burst-release time information is set by the network topology, and the final
size of the optical burst is thus estimated as the amount of expected packets
arriving until burst-release. Furthermore, such number must not be chosen as
the expected number of arrivals, but it can be set to any particular value such
that the probability to have a smaller number of incoming packets is small.

The impact of choosing a small or large value is further analysed and con-
cluded that, the larger its value, the more likely to over-reserve resources in the
network which, indeed, has a clear impact in the global network performance. On
the other hand, the smaller the estimated value, the more likely to not exceed it,
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thus reducing the amount of unnecessary time-slot reservation at intermediate
nodes, at the expense of having to temporarily allocate the completed burst until
its release. Nevertheless, in a case or another, the burst-assembly delay and the
offset-time delay are overlapped, thus reducing the former and providing a more
efficient early burst release.
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Abstract. As a link failure may lead to severe burst loss in optical burst switched 
networks, survivability has emerged as one of the most important issues in the 
design of the optical networks. In this paper, we propose the 1+X protection 
scheme, which is a novel protection scheme that not only reduces the loss of 
burst caused by a link failure but also improves the efficiency of resources in 
OBS networks. Through numerical analysis, we confirm that the proposed 1+X 
protection scheme has better performance than conventional schemes in terms of 
reservation redundancy, end-to-end delay and resource efficiency. 

1   Introduction 

Optical Burst Switching (OBS) has attracted considerable much attention, as it has 
been classed as a very promising technology for next generation optical networks. 
OBS takes advantage of both high capacity of optical fibers and sophisticated control 
of electronics simultaneously [1]. In OBS networks, a number of data units (e.g. IP 
packets or ATM cells) are assembled for transmission as a burst. A burst control 
packet (BCP) is sent ahead and the data burst is sent after a certain offset time. The 
BCP is processed electronically at intermediate nodes to reserve wavelength resources 
and then the data burst is all optically switched without optical/electronic/optical 
(O/E/O) conversion. 

However, as OBS employs a one-way reservation protocol, and a burst cannot be 
buffered at any intermediate node due to the lack of optical memory (a fiber delay 
line, if available at all, can only provide limited delay and contention resolution 
capability), burst loss is of major concern. 

There are two major reasons that cause data loss in OBS networks. The first reason 
is that of burst contention – contention can only occur when bursts compete for the 
same wavelength on the same output port simultaneously. In an effort to reduce burst 
loss by contention, many studies, such as deflection routing [2], burst segmentation 
[3] and wavelength conversion [4] have been conducted. The second reason is that of 
link/node failure. The work in [5] discussed the possibility of providing the 1+1 
                                                           
* Corresponding Author. 
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protection scheme for OBS networks. The 1+1 protection scheme has the advantage 
of fast recovery, but suffers from the disadvantage that it employs inefficient resource 
utilization, which wastes 50% of the resources of entire networks. To supplement 
these shortcomings, the double Reservation scheme was proposed [1]. However, this 
scheme takes a longer period of time to protect against link failure.  

Therefore, a reliable protection scheme that can complement the afore-mentioned 
drawbacks is required. In order to achieve these objectives, we propose a novel 1+X 
protection scheme that can increase resource utilization while maintaining reasonable 
end-to-end delay. This, the 1+X protection scheme has better resource utilization than 
the 1+1 protection scheme and DR scheme and exhibits lower end-to-end delay than 
that of the DR scheme. 

This paper is organized as follows. Section 2 discusses related work. In section 3, 
we present a novel protection scheme for OBS networks. Numerical analysis is 
reported in Section 4. Section 5 concludes this paper and outlines the direction for 
future work. 

2   Related Work 

OBS network protection schemes can be divided into two groups, path protection and 
link protection schemes. In path protection schemes, the traffic is rerouted through a 
backup path when a link failure occurs on the primary path. In link protection 
schemes, traffic is rerouted only around the failed link. In comparison of the two 
schemes, path protection is shown to be more efficient in resource utilization of the 
backup path and exhibits lower end-to-end delay for the recovered route. 

These path and link protections schemes can also be dedicated or shared. In the 
dedicated path protection scheme, such as that employing 1+1 or 1:1 protection, 
resources along a backup path are dedicated for only one connection and are not 
shared with the backup paths for other connections. In particular, the ingress node 
sends two copies of data bursts through two disjoint paths towards the egress node in 
the 1+1 protection scheme. If failure occurs, the egress node only needs to perform 
switching to receive the data burst from the alternative data path. In the latter shared 
protection, the resources along a backup path may be shared with that of other backup 
paths. Thus, if failure occurs, the relative backup path will be activated and other 
primary paths will need to seek new backup paths. As a result, backup channels are 
multiplexed among different failure scenarios, which are not expected to occur 
simultaneously. The optical cross connects (OXCs) on backup paths cannot be 
configured until failure occurs if shared protection is used. The recovery time in 
shared protection is longer, though shared protection is more capacity-efficient when 
compared with dedicated protection. 

To overcome the resource inefficiency of the 1+1 protection scheme and the long 
recovery time of shared protection, the DR scheme was proposed [1]. In the DR 
scheme, two disjoint paths (i.e. primary path and backup path) between the ingress 
node and the egress node are initially reserved. If the reservation on the primary path 
is successful and the burst reaches the egress node, the egress node will send out a 
RELEASE packet along the reserved backup path. Upon receiving the RELEASE 
packet, the intermediate node on the backup path will release the reserved channel to 
other traffic. 
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However, as the DR scheme uses a longer offset time on the backup path, if failure 
occurs, end-to-end delay is increased accordingly. Additionally, since the backup path is 
not released until the RELEASE packet arrives at the ingress node, resource utilization 
is not so much improved though it is better than that of the 1+1 protection scheme.  

To overcome the shortcomings of the DR scheme, we propose the novel 1+X 
protection scheme. We focus on improving resource utilization as well as maintaining 
acceptable end-to-end delay. Therefore, the main challenge is to find the right tradeoff 
among existing protection schemes in terms of resource usage. 

In this paper, we compare the 1+X protection scheme with the 1+1 protection 
scheme and DR scheme, in terms of reservation redundancy, end-to-end delay and 
resource utilization. 

3   1+X Protection 

In this section, we describe in detail the proposed 1+X protection scheme. The main 
idea is to improve the resource efficiency and reliability according to the partial 
reservation on the backup path. A process of the 1+X protection scheme is composed 
of the following steps. 

Step 1: Partial duplex reservation step for the primary and backup path. 
Step 2: Releasing step for the backup path when burst transmission is succeeded. 
Step 3: Burst transmission step through the backup path when link failure occurs. 

In step 1, it reserves two disjoint paths, called the primary path and backup path. 
Each node uses the primary path to transmit a burst. If failure occurs, it uses the 
backup path. These two paths can be the shortest disjoint paths. Offset time in the 
backup path is longer than that in the primary path. Unlike the existing protection 
schemes in OBS, 1+X protection only reserves X portions of the backup path, where 
X means a ratio of the number of reserved links to total number of links on the backup 
path. If and only if failure occurs, the scheme additionally it reserves the rest portions 
of the backup path. 

Specifically, two BCPs called BCP1 and BCP2 are sent through the primary path 
and backup path before transmitting a burst respectively. The two transmitted BCPs 
will reserve the available channels for their corresponding burst. One reservation 
through the primary path from source node to destination node is called the primary 
reservation. The other reservation through the backup path from source node to 
specific node is called the backup reservation. The actual node located in X portions 
of the backup path is defined X Node. 

For example shown in Fig.1, path 1-2-3-4 is the primary path (P1) and path 1-5-6-
7-4 is the backup path (P2). As mentioned above, the source node sends BCP1 along 
the P1 with offset time τ, and sends BCP2 along the P2 with offset time τ + δ, 
simultaneously. It is noticeable that BCP2 waits for RELEASE packet or Backward 
Reservation Message (BRM)/Forward Reservation Message (FRM) at X Node 
without being sent to a destination node. In Fig.1, it is assumed that X is equal to 0.5. 
Therefore, if the distance between two adjacent nodes is the same, the distance 
between the source node and X Node is half that of the distance between the source 
node and destination node. Due to this assumption, BCP2 is only sent to node 6, 
which is on the half location of the P2. 
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Step 2 works as follows. If the reservation on the primary path succeeds, a 
RELEASE packet will be sent from destination node to X Node through the P2. 
Afterward, X Node will send the RELEASE packet towards the source node along the 
P2 and all intermediate nodes release the reserved resource for the corresponding burst.  

 

Fig. 1. Primary path reservation succeeds in 1+X(X=0.5) 

As shown in the above figure, when the BCP1 along the P1 arrives at the 
destination node (which means the reservation on the P1 is succeeded), a RELEASE 
packet is generated at the destination node. We assume that every node is aware of the 
primary path and backup path for all source-destination pairs. Accordingly, the 
RELEASE packet is sent towards the X Node, along the P2, as soon as it is generated. 
The resource from destination node to X Node is not reserved, therefore the 
RELEASE packet releases only the reserved resource from the X Node to the source 
node. As a result, resource efficiency will be improved since other bursts can share 
the rest of the backup path by releasing the reserved resource. 

The last step performs burst transmission through the backup path, when link 
failure occurs. As shown in Fig.2, if link failure occurs, both end nodes of that link 
detect the failure and then generate the Fault Information Message (FIM). Finally, the 
FIM is broadcast to adjacent nodes. If the source node receives the FIM, it generates 
the FRM and sends it to X Node. Accordingly, if the destination node receives the 
FIM, it generates the BRM and sends it to X Node. The FRM and BRM notify X Node 
to reserve the rest of the backup path. Thus, the BCP2 waiting at X Node begins to 
reserve the wavelength resource from X Node to destination node, and the burst is 
transmitted along the P2 simultaneously. The BCP2 has a longer offset time than the 
BCP1, and it is more likely that the reservation on the P2 will be successful. If the 
reservations on both paths fail, the burst has to be dropped.  

As we can predict, although the 1+X protection scheme can not provide absolute 
guarantee of burst delivery, the chance that a burst is delivered successfully is higher 
than in conventional OBS. In addition, 1+X protection can not only improve 
performance but also support QoS according to changing the value of X. 



 1+X: A Novel Protection Scheme for Optical Burst Switched Networks 45 

 

Fig. 2. Link fault occurs on primary path(X=0.5) 

4   Numerical Analysis 

In order to show the performance of the proposed 1+X protection scheme, we 
compare the performance of different OBS protection schemes in terms of reservation 
redundancy, end-to-end delay and resource efficiency.  

Firstly, we calculate the reservation redundancy to evaluate the efficiency of 
resource utilization. The reservation redundancy, which is the ratio of reserved links 
to total links required for the primary path, is calculated as follows. 

Reservation redundancy = Total capacity of reserved resource

Total capacity of primary path
 (1)

Fig.3 shows the reservation redundancy of three kinds of protection schemes. It is 
observed that the actual amount of resources employed is smaller than the total of 
reserved resources if the reservation redundancy is high. As a result of calculating the 
reservation redundancy, the 1+1 protection and DR schemes show the worst 
performance because they reserve wavelength resource on the primary path as well  
as on the backup path. Whereas, 1+X protection partially reserves wavelength 
resource on the backup path, according to the value of X, i.e. reservation redundancy 
depends on the value of X. As shown in Fig.3, the 1+X protection scheme exhibits 
lowest redundancy when the value of X is equal to 0.25 and shows highest 
redundancy when the value of X is equal to 0.75. The above results can be 
summarized by the following rule. The 1+X protection always shows lower 
redundancy than that of the 1+1 protection scheme and DR scheme. 

Secondly, we calculate the end-to-end delay versus the value of X. In order to 
calculate end-to-end delay, we define the notations as shown in Table 1. 
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Fig. 3. Reservation redundancy 

Table 1. Notations 

Notation Comments 
D 

h 

P/B 

(s,d) 

(d,x) 

(s,x) 

R 

Lb 

Offset1 

Offset2 

Tp(scheme) 

Tb(scheme) 

Delay time 

Number of hops 

Primary/ Backup path 

Link from source to destination node 

Link from destination node to X Node 

Link from source node to X Node 

Channel capacity 

Average burst size 

Offset time of primary path 

Offset time of backup path 

End to end delay time of primary path 

End to end delay time of backup path 

 
Under the non-failure state, the end-to-end delay of the three kinds of protection 

schemes is the same. However, when link failure occurs, the end-to-end delay of each 
protection scheme is commonly calculated as the sum of offset time(of BCP2), burst 
size in time and burst propagation delay. In the case of 1+1 protection and the DR 
scheme, the burst will arrive after the offset time of BCP2. However, as the offset 
time of the DR scheme is longer than that of the 1+1 protection scheme, and the end-
to-end delay of the DR scheme is longer than that of the 1+1 protection. The 
maximum end-to-end delay in the 1+X protection scheme is calculated by Eq. (2). Eq. 
(2) contains the delay (= processing delay + propagation delay) of BCP2, BCP2 
holding time at X Node and burst size in time. Here, the holding time of BCP2 at X 
Node is caused by delaying BCP2 in order to provide sufficient time to recover from 
the failure. It contains the detection time of link failure, the broadcasting time of FIM 
towards source and destination nodes and the sending time of the reservation message 
(BRM/FRM) towards X Node. BCP2 holding time at X Node is also preset as the 
minimum required time period to maintain the lowest end-to-end delay.  
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( , )
h
B s dD + BCP2 holding time +

b

R

L
 (2)

BCP2 holding time can be calculated as follows:  

( , )
h
P s dD + ( , )

h
B d xD - ( , )

h
B s xD  (3)

Fig. 4 shows the end-to-end delay versus the value of X. The scenario of Fig. 2 is 
assumed. The 1+1 protection scheme shows the shortest delay and the DR scheme 
shows the longest delay, since it has longer offset time on the backup path. We 
confirm that the performance of the proposed 1+X protection scheme is changed 
according to the value of X. The Performance of our scheme is worse than that of the 
1+1 protection scheme but better than that of the DR scheme. Although 1+1 
protection the best performance in terms of end-to-end delay, it has worst 
performance in terms of reservation redundancy (as shown in Fig.3) because about 50 
percent of network resources are wasted. 
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Fig. 4. End-to-end delay 

Lastly, in order to observe the variation of resource reservation, we show the 
reservation redundancy in conjunction with end-to-end delay. Fig.5 shows the 
resource reservation status when link failure occurs. Three kinds of schemes reserve 
the same amount of resources because the burst is sent through the backup path. 
However, the burst arrival time differs according to the scheme. As shown in the 
figure, the burst of the 1+1 protection scheme is the most rapidly arrived since the gap 
between offset1 and offset2 is short. Offset1 and offset2 are an offset time of the 
primary path and backup path, respectively. The DR scheme shows the latest arrival 
time because the gap between offset1 and offset2 is long. The 1+X protection scheme 
can obtain different values of arrival time depending on X Node. However, it always 
has shorter arrival time than that of the DR scheme. 

Fig. 6 shows the resource reservation status when the burst succeeds in 
transmitting through the primary path. Because the burst is transmitted through the 
primary path and the backup path simultaneously, the 1+1 protection scheme reserves  
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Fig. 6. Resource reservation (non-failure state) 

the same amount of resources as link failure. DR scheme also reserves the primary 
path and the backup path simultaneously. However, due to releasing the backup path 
previously, the burst is not transmitted through the backup path. The main difference 
between the DR scheme and our proposed scheme is that our scheme reserves 
resources from source node to X Node on the backup path. Therefore, in our scheme, 
the amount of resources for reservation is fewer than that of the other schemes. 
Accordingly, the value of X is an important factor in terms of resource redundancy. 

However, although the DR scheme releases the backup path previously, the 
releasing time is later than that of the 1+X protection scheme. Therefore, competition 
with the other connections on the backup path frequently occurs. That is, the reserved 
resource on the backup path is actually not used but occupies the available resources. 
Thus, it results in inefficient resource allocation. 
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In summary, the 1+1 protection and DR schemes waste considerable resources in 
the non-failure state. In contrast, our proposed scheme partially reserves resources 
from source to X Node on the backup path and then releases resources immediately 
when the burst transmission succeeds through the primary path. Thus, the 1+X 
protection scheme is a resource-efficient method not only to recover from link failure 
but also to maintain the lowest level of resource redundancy. 

5   Conclusions 

In this paper, we proposed a novel protection scheme, the 1+X protection scheme, 
against single link failure in optical burst switched networks. The main objective is to 
increase resource utilization while maintaining reasonable end-to-end delay. 

The proposed 1+X protection scheme is compared with the 1+1 protection and DR 
schemes in terms of reservation redundancy, end-to-end delay and resource 
efficiency, through numerical analysis. The results showed that the 1+X protection 
scheme has the best performance in terms of resource efficiency, while supporting 
reasonable end-to-end delay. In particular, the reservation redundancy of the 1+X 
protection scheme is the lowest among protection schemes under the non-failure state. 
It is important to decrease the resource reservation redundancy under the non-failure 
state because the probability of link failure is very low in optical networks. 

In the future, we will seek to find an appropriate reservation ratio of the backup 
path, X, depending on the required quality of services.   

Acknowledgement 

“This work was supported by KOSEF through OIRC project (No. R11-2000-074-
02006-0),” 

References 

1. Li, J., Cao, X., Xin, C.: Double Reservation in Optical Burst Switching Networks. 
Proceeding of IEEE of Advances in Wired and Wireless Communication, 180–183 (April 
2005) 

2. Chen, Y., Wu, H., Xu, D., Qiao, C.: Performance Analysis of Optical Burst Switched Node 
with Deflection Routing. In: Proceedings of IEEE ICC 2003, pp. 1355–1359 (May 2003) 

3. Vokkarane, V., Jue, J.P.: Prioritized Routing and Burst Segmentation for QoS in Optical 
Burst-Switched Networks. In: Proceedings of Optical Fiber Communication Conference, 
pp. 221–222 (March 2002) 

4. Ramamirthan, J., Turner, J.: Design of Wavelength Converting Switches for Optical Burst 
Switching. In: Proceeding of INFOCOMM 2002, pp. 362–370 (June 2002) 

5. Griffith, D., Lee, S.: A 1+1 Protection Architecture for Optical Burst Switched Networks. 
IEEE Journal on Selected Areas in Communications 21, 1384–1398 (2003) 



T. Vazão, M.M. Freire, and I. Chong (Eds.): ICOIN 2007, LNCS 5200, pp. 50–59, 2008. 
© Springer-Verlag Berlin Heidelberg 2008 

Satisfaction-Based Handover Control Algorithm for 
Multimedia Services in Heterogeneous Wireless Networks 

Jong Min Lee1, Ok Sik Yang1, Seong Gon Choi2, and Jun Kyun Choi1 

1 Information and Communications University (ICU),  
119 Munji-Dong, Yuseong-Gu, Daejeon 305-732, Republic of Korea 

{jmlee,yos,jkchoi}@icu.ac.kr 
2 Chungbuk National University (CBNU),  

12 Gaeshin-Dong, Heungduk-Gu, Chungbuk 361-763, Republic of Korea 
sgchoi@chungbuk.ac.kr 

Abstract. In this paper, we propose satisfaction-based Handover Control algo-
rithm to reduce handover blocking probability as well as increase the revenue of 
service providers over WLAN and WAAN (Wide Area Access Network). This 
algorithm utilizes dynamic resource allocation to decrease the blocking prob-
ability of vertical handover connections within the limited capacity of system. 
Based on this algorithm, we derive the handover blocking probability as new 
traffic load and handover traffic load increase. In order to evaluate the perform-
ance, we compare proposed algorithm against traditional non-bounded and 
fixed bound schemes. Numerical results show that the proposed scheme im-
proves handover blocking probability and increase the revenue of service  
providers.  

1   Introduction 

Over the past ten years, various wireless communication technologies (e.g. 3G cellu-
lar, IEEE 802.11 WLAN, Bluetooth) have been developed. As users who demand 
various multimedia applications increase, current mobile networks need to provide 
efficient resource management with different quality of service (QoS) requirements in 
the presence of heterogeneous wireless networks. In such environment, a users or 
network will be able to decide where to handover among the different access tech-
nologies based on the bandwidth, cost, and user preferences, application requirements 
and so on. Therefore, efficient radio resource management and connection admission 
control (CAC) strategies will be key components in such a heterogeneous wireless 
system supporting multiple types of applications with different QoS requirements [1].  

Many admission control schemes have been proposed to enable the network to pro-
vide the desired QoS requirements by limiting the number of admitted connections to 
the networks to reduce or avoid connection dropping and blocking [2], [3]. However, 
in heterogeneous wireless networks, other aspects of admission control need to be 
considered due to the handover. If the wireless network is unable to assign a new 
channel for handover due to the lack of resources, an ongoing connection may be 
dropped before it finishes services as a result of the mobile user moving from its  
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current place to another during handover. Since dropping an ongoing connection is 
generally more sensitive to a mobile user than blocking a new connection request, 
handover connections should have a higher priority over the new connections in order 
to minimize the handover blocking probability. On the other hand, reducing the 
blocking of handover connection by channel reservation or other means could in-
crease blocking for the new connections. There is therefore a trade off between these 
two QoS measures [4]. The problem of maintaining the service continuity and QoS 
guarantees to the multimedia applications during handover is deteriorated by the in-
crease of vertical handover in heterogeneous wireless networks. 

In the heterogeneous wireless networks, vertical handover considers cost, user 
preferences, traffic characteristic, user mobility range, and so on. Generally the mo-
bile users, who want to use two or more networks for the wide area mobility, pay 
more than single network users. Therefore, vertical handover should have higher 
priority to support QoS requirement of wide area network users because it considers 
more various factors (e.g. cost, bandwidth, velocity, etc.) than horizontal handover. 
So we proposed a flexible bound admission control scheme for vertical handover 
connections in heterogeneous wireless networks. By adopting this scheme, we expect 
the improvement of handover blocking probability and higher revenue of service 
providers.  

This paper is organized as follows. In the next section, we describe the architecture 
of proposed algorithm. In section 3, we propose a dynamic bound admission control 
algorithm using softness profile. Numerical results obtained using the traditional 
methods are presented and compared in Section 4. Finally, we conclude the paper in 
section 5. 

2   The Architecture of Proposed Algorithm 

2.1   Network Architecture 

Fig. 1 shows the network architecture for mobility support in heterogeneous wireless 
networks. There are two kinds of handover that can occur under this architecture. One 
is between WLAN and WAAN, the other is between WLANs: vertical handover and 
horizontal handover. 

We assume that a user has multi-interface terminal [5]. As shown in Fig. 1, the 
connection initiated in WAAN and mobile node is moving to right side. When the 
mobile node jumps into another access area, it requires vertical or horizontal handover 
to continue their ongoing services. The point A, B and C indicate handover points 
respectively. For the implementation, Mobile IP [6] mechanism can be installed in all 
equipment including MNs (Mobile Nodes). Moreover, this approach should support 
more than one IP address for one mobile user so that one user can access more than 
two wireless systems simultaneously. Finally, on the top of a network, a suitable re-
source allocation mechanism is required to control the traffic and system load. Flexi-
ble bound resource allocation algorithm is exploited here in this architecture [7].  
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Fig. 1. Network architecture for mobility support in heterogeneous wireless networks 

3   Flexible Bound Admission Control Algorithm 

3.1   Softness Profile 

As shown in Fig. 2, the softness profile is defined on the scales of two parameters: 
satisfaction index and bandwidth ratio [8]. The satisfaction index is a mean-opinion-
based (MOS) value graded from 1 to 5, which is divided by two regions: the accept-
able satisfaction region and low satisfaction region. 

Bandwidth ratio graded from 0 to 1 can be separated by 3 regions. In the region 
from 1 to A, it has low degradation of satisfaction index. It means users are not sensi-
tive in this region. However, it has large degradation of satisfaction index in the re-
gion from A to B. 

The point indicated as B is called the critical bandwidth ratio (ξ ) used in proposed 

algorithm. Since this value is the minimum acceptable satisfaction index, it can be 
threshold of bandwidth ratio. In the region from B to 0, users do not satisfy their  
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Fig. 2. Softness profile 

 

Fig. 3. Flexible Bound Admission Control Algorithm 

services. Therefore, this region should not be assigned to any users. Generally, the 
critical bandwidth ratio ( ξ ) of Video On Demand (VOD) is 0.6 ~ 0.8 and back 

ground traffic is 0.2~0.6 [9]. 
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3.2   Flexible Bound Admission Control Algorithm 

Proposed algorithm is illustrated in Fig. 3. This algorithm shows dynamic bound hand-
over procedure within given total bandwidth Btotal. When a mobile node requires 
bandwidth for new or handover connections, mobile agent checks the available band-
width within some threshold to decide connection admission or rejection. In this point, 
handover connections should be treated differently in terms of resource allocation. 
Since users tend to be much more sensitive to connection dropping (e.g. disconnection 
during VOD service) than to connection blocking (e.g. fail to initiate connection), 
handover connections should assign higher priority than the new connection. Espe-
cially, the vertical handover connection needs to have higher priority than horizontal 
handover connection because it considers more various factors (e.g. cost, bandwidth, 
velocity, etc.) than horizontal handover connection. In this time, if there is no available 
bandwidth to accept vertical handover connection, mobile agent negotiates and reas-
signs bandwidth by choosing critical bandwidth ratio ( ξ ). As a result, the vertical 
handover connections can be accepted more than horizontal handover connections.  

3.3   System Model and Numerical Analysis 

Fig. 4 indicates the transition diagram for the proposed scheme. The detailed nota-
tions used in this diagram are shown in Table. 1. 

Table 1. Notations 

Notation  explanation 

nλ  Arrival rate of new connection 

hλ  Arrival rate of horizontal handover connection 

vλ  Arrival rate of vertical handover connection 

1 / hµ  Average channel holding time for handover connections 

1 / nµ  Average channel holding time for new connections 

C  Maximum number of server capacity 

T  
Threshold (bound of the total bandwidth of all accepted 
new connections) 

ξ  Critical bandwidth ratio 

α  (1 ) *Cξ−⎢ ⎥⎣ ⎦  

nn  Number of new connections initiated in the coverage 

hvn  Number of handover connections in the coverage 

 
In order to analyze the blocking probability of each connection, we use the two-

dimensional Markov chain model with the state space S and M/M/C+α/C+α [10] 
model is utilized.  

){( , ) |0 ,( }n hvn nhvS n n n T n n C α= ≤ ≤ + ≤ +  (1)



 Satisfaction-Based Handover Control Algorithm for Multimedia Services 55 

 

Fig. 4. Transition diagram for the proposed algorithm 

Let ( , ; , )n h v n h vq n n n n denote the probability transition rate from state ( , )n h vn n  

to ( , )n h vn n . Then, we obtain the below. 
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(2)

Let ( , )n hvp n n  denote the steady-state probability that there are new connections ( nn ) 

and vertical and horizontal handover connections (
hvn ). By using the local balance 

equation [10], we can obtain 
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From the normalization equation, we also obtain 
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From this, we obtain the formulas for new connection blocking probability and 
handover connection blocking probability as follows: 
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(5)

Next, we introduce the cost model defined by the ‘reward’ and ‘penalty’ value per 
each connection to evaluate the revenue [11].  

1

0 0

where R : reward of a connection served successfully

         L :loss (Penalty) of a connection blocked.
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(6)

4   Numerical Results 

In this section, we present the numerical results for the comparison of performance. 
We compared three bounding schemes: non-bound, fixed bound and proposed algo-
rithms. Fig. 5 shows handover blocking probability under the following parameters: 
C=30, T=15, 

nλ = 1/30, 
hλ =1/60, 

vλ =1/60, hµ =1/450, nµ is varying from 1/800 to 
1/100, and ξ =0.9.  

In Fig. 5 handover connection traffic load is given as 
hρ =15. It is observed that 

when traffic load of the handover connection is higher than the new connection traffic 
load (e.g.

hρ ρ> ), non-bound scheme and fixed bound scheme are not much differ-

ent. On the other hand, when traffic load of the handover connection is lower than the 
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new connection traffic (e.g.
hρ ρ< ), their blocking probabilities become different. 

This is the case when the new connections arrive in burst (say after finishing a class) 
[12]. Our proposed algorithm can offer the seamless handover for ongoing connec-
tions with lower blocking probability. 

 

Fig. 5. Blocking probability of handover connections vs. new connection load 

In Fig. 6, we increase the handover connection traffic load ( hρ ). This graph shows 

the blocking probability of handover connection under the following parameters: 
C=30, T=20, 

nλ = 1/20, 
hλ =1/60, 

vλ =1/60, nµ =1/300, hµ is varying from 1/100 to 

1/1200, and ξ =0.9.  

 

Fig. 6. Blocking probability of handover connections vs. handover connection load 
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In this case, traffic load of handover connections (
hρ ) are increasing from 0 to 40 

and traffic load (
nρ ) of the new connection is 15. Since handover connections are not 

bounded, as increasing the handover traffic load, the differences among three schemes 
become similar. 

Now we evaluate the revenue of each connection in the aspect of service provider. 
Fig. 7shows the numerical results obtained by equation (7). This result shows the 
revenue of each connection under the following parameters: C=30, T=20, 

hλ =1/60, 

vλ =1/60, nµ =1/300, hµ =1/450, 
nλ is varying from 1/25 to 1/10,ξ =0.9 and (R : L 

= 2 : 1). 

 

Fig. 7. Revenue of service provider 

Fig. 7 shows that when traffic load is light, these schemes are not much different 
and linearly increase. However, as the traffic load increases the revenue of proposed 
resource allocation algorithm is higher than fixed bound scheme. As mentioned be-
fore, this is the case that the new connections arrive in burst (say after finishing a 
class). In such case, our proposed algorithm can offer the higher revenue.  

5   Conclusion 

In this paper, we proposed satisfaction based flexible bound resource allocation algo-
rithm that not only reduces the blocking probability of vertical handover connections, 
but also increases the revenue of service providers within the limited capacity of  
system over heterogeneous wireless networks (e.g. WLAN and WAAN). Proposed 
algorithm considers vertical and horizontal handover connections that have higher 
priority by utilizing flexible bound scheme. In order to analyze the blocking probabil-
ity of proposed algorithm, we use the two-dimensional Markov chain model. From 
the numerical analysis, we compared proposed algorithm against traditional non-
bound and fixed bound scheme. As a result, proposed scheme is able to improve 
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handover blocking probability in heterogeneous wireless networks. In addition, by 
reducing the handover blocking probability, we can also achieve the higher revenue of 
providers. Future work needs to analyze the optimized critical bandwidth ratio based 
on the number of user arrivals and revenue. 
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Abstract. In this paper, we propose the urgency and efficiency based
wireless packet scheduling (UEPS) algorithm designed not only to sup-
port multiple users simultaneously but also to serve real time (RT) and
non-real time (NRT) traffics for a user at the same time. The design
goal of the UEPS algorithm is to maximize throughput of NRT traffics
with satisfying QoS requirements of RT traffics. We also developed two
packet loading methods, an optimized and a fast implementation-based
methods. Simulation study shows that there is no significant difference on
performance of the UEPS algorithm under two packet loading methods.

1 Introduction

Challenges on delivering QoS to users in packet based wireless networks have
been watched with keen interest, and the packet scheduler operates at the
medium access control (MAC) layer is considered as the key component for QoS
provisioning to users. There are many existing packet scheduling algorithms de-
signed to support data traffics. For example, Proportional Fair (PF) [1] and
Modified-Largest weighted delay first (M-LWDF) [2] algorithms are designed
mainly to support NRT data services in CDMA-1x-EVDO (HDR) system.

In general, QoS requirements of RT and NRT traffics are different each other.
RT traffics such as the voice and the video streaming traffics require a low and
bounded delay but can tolerate some information loss. Thus, it is imperative for
RT traffics to meet delay and loss requirements. In contrast, NRT data traffics
require low information loss but less stringent delay requirements compared to
the RT traffics. In addition, since the amount of NRT data traffics to be trans-
mitted is much larger than that of RT traffic data, throughput maximization is
the main performance measure for NRT data traffic. As a result, performance ob-
jectives of RT and NRT traffics to be achieved within a scheduler are conflicting
each other.

In this paper, we propose an urgency and efficiency based packet schedul-
ing (UEPS) algorithm that allows multiple users to receive packets at any
given scheduling time instant. The idea behind UEPS algorithm is to maxi-
mize throughput of NRT traffics as long as QoS requirements of RT traffics such

T. Vazão, M.M. Freire, and I. Chong (Eds.): ICOIN 2007, LNCS 5200, pp. 60–69, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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as the packet delay and the loss rate requirements are satisfied. In addition, two
packet loading methods, an optimized and a fast implementation-based methods,
on the sub-channel of the selected users are proposed.

This paper is organized as follows. In the next section, we introduce the
OFDMA wireless system model and the structure of the UEPS algorithm. In
section 3, we discuss concepts of the urgency of scheduling and the efficiency of
radio resource usage. In section 4, we proposed the UEPS algorithm followed by
two packet loading methods. In section 5, we evaluate performance of the UEPS
algorithm via simulation study. Finally, we summarize this study.

2 System Model

We consider an OFDMA system with 20MHz of bandwidth and 100µs of OFDM
symbol duration. The frame and slot periods are assumed to be 12ms and 1ms
respectively. It is assumed that there are 1,536 subcarriers, and all subcarriers are
shared by all users in a cell in terms of sub-channels, a subset of the subcarriers.
We assume that there are 12 sub-channels and each sub-channel is a group
of 128 subcarriers. It is also assumed that all subcarriers are used for data
transmission for simplification, and subcarriers in each sub-channel are selected
by a pre-determined random pattern. The modulation and coding scheme is
determined by the prescribed adaptive modulation code (AMC) table based on
the instantaneous signal-interference-ratio (SIR) of each sub-channel.

The proposed packet scheduling system in a base station (BS) consists of
three blocks: a packet classifier (PC), a buffer management block (BMB), and a
packet scheduler (PS). The packet classifier classifies incoming packets according
to their userID, traffic types and QoS profiles, and sends them to a user’s sub-
BMB in BMB. The BMB maintains 128 sub-BMBs to support up to 128 users,
and each sub-BMB maintains 4 buffers to store packets of 4 different traffic types
seperately. Each sub-BMB maintains QoS statistics such as the arrival time and
delay deadline of each packet, the number of packets, and the head-of-line (HOL)
delay in each buffer. Finally, the PS transmits packets to users according to the
scheduling priority obtained using QoS statistics and channel status reported by
user equipments.

3 Scheduling with Time Constraints

3.1 The Urgency of Scheduling

A time-utility function (TUF) of a delay-sensitive RT traffic can be expressed as
a hard time-utility, in that utility of an RT traffic drops abruptly to zero when
the delay passes its deadline. On the other hand, TUF of an NRT traffic is a
continuously decreasing function in delay, in that utility of an NRT traffic de-
creases slowly as delay increases. Among NRT traffics some has a (soft) deadline
like WWW traffics. On the other hand, some NRT traffics such as email and
FTP traffics have much longer deadline or no deadline.
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The unit change of TUF value at any time instant indicates the urgency of
scheduling of packets as time passes by. Let Ui(t) be the TUF of a HOL packet
of traffic i at time t. Then the unit change of TUF value of the packet at time
t is the absolute value of the first derivative of Ui(t), i.e., |U ′

i(t)|, at time t. A
possible packet scheduling rule is to select a packet among HOL packets based
on |U ′

i(t)|, ∀i ∈ I.
Since the downlink between a BS and UEs is the last link to users, the end-

to-end delay can be met as long as packets are delivered to UEs within the
deadline. Hence the time interval of an RT traffic packet from its arrival time
to its deadline, [ai, Di] = [ai, ai + di], can be divided into two sub-intervals,
[ai, Di − ji) and [Di − ji, Di] (so called the marginal scheduling time interval
(MSTI)), by introducing a negative jitter from its deadline, where ai, Di, di and
0 ≤ ji < di are the arrival time, the delay deadline, the maximum allowable delay
margin of the packet of an RT traffic i, and the delay jitter respectively. Then,
packet of an RT traffic i is transmitted only during the time interval [Di−ji, Di],
and NRT packets are transmitted during the remaining time interval, [ai, Di−ji).

To schedule the RT traffic packet during MSTI, a non-zero value is assigned
to |U ′

i(t)| for this time interval and 0 for the remaining time interval. However,
since the TUF of an RT traffic is a hard and discontinuous function in delay,
the unit change of the utility, |U ′

i(t)|, can not be obtained directly at its delay
deadline. To address this problem, the TUF of an RT traffic can be relaxed
into a continuous z-shaped function which has properties similar to the original
hard discontinuous function. A z-shaped function relaxation of the TUF of an
RT traffic can be easily obtained analytically using an s-shaped function having
close relation with z-shaped function. For example, a z-shaped function can be
obtained using the s-shaped sigmoid function, fSigmoid(t, a, c) = 1/(1+e−a(t−c)),
where a and c are parameters that determine slope and location of the inflection
point of the function. Then, the relaxed z-shaped TUF function is URT (t) =
1 − fSigmoid(t, a, c) = e−a(t−c)/(1 + e−a(t−c)), and the unit change of utility of
a RT traffic at the inflection point (t = c) is |U ′

RT (t = c)| = a/4. This value is
assigned as the urgency factor of an RT traffic packet during MSTI.

Since TUFs of NRT traffics are monotonic decreasing functions in time (de-
lay), an analytic model can be easily obtained using related monotonic increasing
functions. For example, a truncated exponential function, f(ai, t, Di) = exp(ait),
can be used, where ai is an arbitrary parameter and Di ≥ t ≥ 0 is the de-
lay deadline of an NRT traffic i. Then a possible TUF of an NRT traffic i
is fNRTi(t) = 1 − f(ai, t, Di) = 1 − exp(ait)/exp(Di)1, and the urgency is
|U ′

NRTi
(t)| = aiexp(ait)/exp(Di).

The urgency factor, |U ′
i(t)|, of each traffic type is used to determine scheduling

precedence among HOL packets, and choice of these values for each traffic type
is dependent on designer’s preference. A rule of thumb is to give RT traffics a
higher scheduling precedence over NRT traffics. In this paper, we set the urgency
factors of RT voice, RT video, and NRT traffics as follow.

|U ′
RT−V oice(t)| > |U ′

RT−V ideo(t)| > |U ′
NRT−Data1(t)| > |U ′

NRT−Data2(t)| (1)
1 It is normalized by the maximum time, Di, so that it can have smoother slope.
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3.2 Efficiency of Radio Resource Usage

Efficiency in wireless communications is related to usage of the limited radio
resources, i.e., the limited number of radio channels or limited bandwidth. Thus
the channel state of available radio channels can be used as an efficiency indi-
cator. For example, the current channel state (Ri(t)), the average channel state
(Ri(t)) or the ratio of the current channel state to the average (Ri(t)/Ri(t)) can
be used as an efficiency indicator. In this study, a moving average of the channel
state of each user i ∈ M in past W timeslots, Ri(t) = (1−1/W )Ri+(1/W )Ri(t),
is used for the average channel state, where W is the time window used in cal-
culation of the moving average of the channel state. Note that Ri(t) used in our
paper is different from the average throughput of user i, Ti(t), in past tc timeslots
used in PF algorithm [1]. Therefore the higher the user’s instantaneous channel
quality relative to its average value, the higher the chance of a user to transmit
data with a rate near to its peak value.

4 UEPS Algorithm

4.1 The Proposed UEPS Algorithm

The UEPS scheduler transmits NRT traffics during the time interval [0, di − ji),
assuming that the packet is arrived at time 0 and channel states of all users
are the same. In contrast, the scheduler gives an RT traffic a higher scheduling
priority over NRT traffics during MSTI, [di − ji, di].

The UEPS algorithm operates at a BS in three steps, STEP 0 for packet arrival
events, STEP 1 for scheduling priority of each user and STEP 2 for scheduling
and transmission of packets.

– In STEP 0, the arrived packet is sent to a user’s BMB by the packet classifier
based on its userID. There are four sub-buffers in a user’s BMB where the
arrived packet is stored in a sub-buffer of a user’s BMB according to its
traffic type. QoS profiles of the arrived packet such as the arrival time, the
deadline, the packet type, and the packet size are maintained user i’s BMB.

– In STEP 1, at each scheduling instant the urgency factor of HOL packets of
each sub-buffer, |U ′

ijk
(t)|, is calculated to get a descending ordered index set

of each packet type, Ji = {j1, j2, j3, j4} where jk, k = 1, 2, 3, 4 is the index of
each packet type. Then the highest urgency factor becomes the representative
urgency factor of user i, i.e., |U ′

i(t)| = |U ′
ij1(t)|. In addition, the efficiency

factor of the user i, R̄i(t) = R̄i(t−1)(1−1/W )+Ri(t)/W , is obtained. Finally,
the scheduling priority value of the user i is pi(t) = |U ′

i(t)| ∗ (Ri(t)/R̄i(t)).
– In STEP 2, at each scheduling time instant, multiple users are selected

based on their scheduling priority value obtained as follow

i∗ = arg maxi∈I |U ′
i(t)|(Ri(t)/Ri(t)) (2)

Then, a sub-channel is allocated to each selected user i∗. The OFDMA sys-
tem considered in this study is designed to support up to 12 users simultane-
ously at each scheduling time instant by allocating one of 12 sub-channels to
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each of selected users. The capacity of each allocated sub-channel is deter-
mined from the AMC option. Finally, the scheduler loads user i∗’s packets
on the sub-channel as much as possible when there is room. There are pack-
ets of 4 different traffic types stored in 4 sub-buffers in user i∗’s BMB, and
these packet are loaded on the sub-channel based on the ordered index set of
their urgency factors, Ji = {j1, j2, j3, j4}, obtained in STEP 1. In this study,
we consider two packet loading methods, an optimized packet loading and a
fast implementation-based packet loading.

4.2 An Optimized and A Fast Implementation-Based Packet
Loading Methods

Suppose that user i is selected by the scheduler for packet transmission. Then
a sub-channel is allocated to the user i, and its capacity, Ci, is determined
from AMC option. How to load user i’s packets on the allocated sub-channels
with the limited channel capacity Ci? Since there are up to 4 different traffic
types in user i’s BMB, the packet loading problem is how to select packets
from 4 sub-buffers in user i’s BMB. One possible packet loading method is to
use the urgency factor of HOL packets of each sub-buffers in user i’s BMB. In
this study, we investigate two packet loading methods, an optimized and a fast
implementation-based packet loading methods, which use the ordered index set
of the urgency factor of each traffic type, Ji = {j1, j2, j3, j4}, obtained in STEP1.

An Optimized Packet Loading Method. In this study, we assume that there
are 4 different traffic types, RT voice, RT video, NRT email, and NRT WWW
traffics, and packets of each traffic type are stored in separate sub-buffers in
user i’s BMB. In the optimized loading, a packet is selected among four HOL
packets of the sub-buffers based on the urgency factors of them. When a packet
having the highest urgency factor is picked and loaded on the sub-channel, this
packet is removed from the HOL, and the next packet waiting in this sub-buffer
moves to the HOL position. Then the scheduler picks a packet by comparing
urgency factors of 4 HOL packets, and load it on the sub-channel next to the
previously loaded packet. This procedure is repeated until the sub-channel is
filled. With this packet loading procedure packets of different traffic type are
loaded optimally according to the order of the urgency factor.

As shown in figure 1(a), an initial set of HOL packets of sub-buffers is H0 =
{pj1(1), pj2(1), pj3(1), pj4(1)}. If pj1(1) is picked by the scheduler and loaded on
the sub-channel, then it is removed from the sub-buffer of type j1. The resulting
new set of HOL packets is H1 = {pj1(2), pj2(1), pj3(1), pj4(1)}. If pj2(1) has the
highest urgency factor in H , then it is loaded on the sub-channel next to pj1(1)
and removed from the HOL of the sub-buffer of type j2. Then the new set of
HOL packets is H2 = {pj1(2), pj2(2), pj3(1), pj4(1)}. This procedure is repeated
until the sub-channel is filled or all packets in the user i’s BMB are loaded.
Figure 1(b) describes an example of the optimized packet loading procedure.

A Fast Implementation-Based Loading. In the optimized loading, packets
are loaded on the sub-channel optimally based on the order of the urgency factors
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Fig. 1. A generic buffer state of a user having 4 sub-buffers for each traffic type (left)
and An example of the optimization based packet loading on a sub-channel
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Fig. 2. An example of the Implementation based packet loading on a sub-channel

regardless of traffic types. In this case, to pick a packet and load it on the sub-
channel the scheduler must compare urgency factors of 4 HOL packets. And this
procedure is repeated until the sub-channel is filled or all packets in the user
i’s BMB are loaded. In fact, it is impossible to finish this procedure for all 12
selected users within 1ms which is the unit scheduling time interval.

Therefore, we develop a fast implementation-based packet loading method to
load packets of 12 users on the 12 sub-channels within 1ms. In this method the
ordered index set Ji obtained in STEP 1 is used to select a traffic type having
the highest urgency factor of the HOL packet. Then packets of the selected
traffic type waiting in a sub-buffer are loaded together as many as possible. This
procedure is repeated until the sub-channel is filled or all packets in the user i’s
BMB are loaded.

Figure 2 shows an example of the fast implementation-based packet loading.
Since the ordered index set Ji = {j1, j2, j3, j4} means that the HOL packet of
traffic type j1, pj1(1), has the highest urgency factor among all 4 HOL packets
H0 = {pj1(1), pj2(1), pj3(1), pj4(1)}, packets in the sub-buffer of type j1, i.e.,
pj1(1), pj2(2), pj3(3), and pj4(4), are loaded on the sub-channel (see figure 1(a)).



66 K. Myung et al.

Then 3 packets waiting in the sub-buffer of type j2, pj2(1), pj2(2), and pj2(3),
are loaded on the sub-channel. Finally, only two packets, pj3(1) and pj3(2), are
loaded on the channel from the sub-buffer of type j3 because there is not enough
room on the sub-channel.

5 Performance Evaluation

5.1 Traffic Types and System Parameters

In the simulation study, it is assumed that there are four different traffic types,
and each user generates one of four traffics. RT voice is assumed to be the voice
over IP (VoIP) traffic modeled as a 2-state Markov (ON/OFF) model. The length
of the ON and OFF periods follow the exponential distribution with mean of one
second and 1.35 seconds respectively. RT video is assumed to be the RT video
steaming service that periodically generate packets of variable sizes. We uses
3GPP streaming video traffic for this type of traffic[4]. For NRT data service
type 1, The WWW model is used, in that a session is assumed to be consisted
of several web pages containing multiple packets or datagrams. Characteristics
of WWW traffic model are summarized in table 1. Best effort such as emailing
traffic is used for the NRT data type 2 with assuming that messages arrival to
the mailboxes is modelled by Poisson process.

Table 1. A summary of characteristics of WWW traffic model

Variables Levels (mm)

Width of the target (Wt) 2, 4, 6, 8
Width of path (Wp) 4, 6, 10
Length of path (A) 29, 58, 116

We consider a hexagonal cell structure consisting of a reference cell and 6 sur-
rounding cells with 1 km of radius. We assume that all cells use omni-directional
antenna. Mobile stations are uniformly distributed in a cell, and move with ve-
locity of an uniform distribution between 3 and 100 km/second in a random
direction. The BS transmission power is 12W which evenly distributed to all 12
sub-channels. We also use 3GPP path loss model L = 128.1 + 37.6log10R [4].

5.2 Performance Evaluation

Performance of the UEPS algorithm under various traffic loads is evaluated
via extensive simulation study. We generate 4 packets having the same userID
simultaneously, and each packet corresponds to one of 4 traffic types, voice,
video, WWW and email. As a result, when a userID is generated, 4 packets of
different traffic type are generated together. Then these packets are sent to the
same user’s BMB. Since the proposed UEPS scheduler selects 12 users in each
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timeslot, we define the number of arrived userID in each timeslot as the offered
traffic load. To evaluate performance of the UEPS algorithm under various traffic
loads, the number of generated userID varies from 2 to 20 userIDs/timeslot which
corresponds to the offered traffic load (λ) of 2/12 = 0.167 20/12 = 1.67.

Performance of the proposed UEPS algorithm is evaluated in terms of three
different performance metrics such as the packet loss rate, the average packet
delay, and the average throughput. The average throughput under various traffic
loads is evaluated for the loss-sensitive NRT traffics, where as the average packet
delay is mainly used for the delay-sensitive RT traffics. Since RT traffics have
maximum allowable packet loss rate even though they are tolerant to packet
loss, performance of RT traffics is also evaluated in terms of the packet loss rate.
Delay and loss requirements for RT voice and video streaming traffics at the
downlink are [5]

– RT Voice: delay < 40ms, loss rate < 3%
– RT Video: delay <150 ms, loss rate < 1%

Since the length of MSTI of RT traffic is one of important design factors,
performance of the UEPS algorithm has been evaluated extensively via simula-
tion study under different sets of MSTI values. In this paper, because of page
limitation we set the length of MSTI to 10, 20 and 30 for RT voice traffic and
30 for RT video traffic.

Packet Loss Rates. Figure 3(a) shows the average packet loss rates of RT traf-
fics in the context of the optimized and the fast implementation-based packet
loading methods under various traffic loads. The UEPS algorithm with the op-
timized packet loading method shows slightly lower packet loss rates than the
fast implementation-based one under various traffic loads and MSTI values.

For the voice traffic, in terms of the packet loss rate, there is no significant
difference between two packet loading methods under light and medium traffic
loads, i.e., λ = 2 ∼ 12 when the same MSTI values are used. However, as
the traffic load increases, the optimized method shows better performance than
the fast implementation-based method. For the video traffic, in case of the same
MSTI value, there is no significant difference between two methods under various
traffic loads.

Throughput of NRT Traffics. Figure 3(b) shows throughput of NRT traffics
such as WWW and emailing traffic with two packet loading methods under
various traffic loads when MSTIvoice = 10 and MSTIvideo= 30. As shown in
figure 3(b), there is no significant difference between two packet loading methods
in terms of throughput of NRT traffics.

For the WWW traffic, the optimized method gives better throughput under
the light traffic load than the fast implementation based method. However, as
the traffic load increases, difference in throughput diminishes, and thus there
is no difference between two methods under the medium and the heavy traffic
loads. In contrast, for the email traffic, the fast implementation-based method
gives better throughput performance than the optimized one under the light
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(a) Packet loss rate (b) Throughput of NRT traffics

Fig. 3. Packet loss rates of real-time traffics (left) and throughput of WWW and email
traffics (right) under optimization and implementation based UEPS algorithm

Fig. 4. Average packet delay of real-time voice and video traffics with optimization
and implementation based UEPS algorithm

traffic load. However, as the traffic load increases, the optimized method shows
better throughput performance than the fast implementation-based one. The
reason is that with the optimized method only the HOL packet is picked for
loading on the sub-channel when the email traffic is selected for packet loading.
In contrast, packets of email traffic are loaded as many as possible when there
is room on the sub-channel under the fast implementation-based loading. As
a result, throughput of the email traffic with the fast implementation-based
method is better than with the optimized one.

Average Packet Delay. Figure 4 shows the average delay of voice and video
traffics with two packet loading methods under various traffic loads. For voice
traffic, the fast implementation-based packet loading method gives lower packet
delay than the optimized one under all traffic loads and all MSTIvoice values.
Since the fast implementation-based method is designed for fast packet loading,
and thus takes only the urgency factor of the HOL packets of each traffic type
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into account for packet loading, it gives lower packet delay than the optimized
method as a result.

For the average delay of video traffics, because of the same reason of the results
for the voice traffic, the fast implementation-based packet loading method gives
lower packet delay for video traffic than the optimized one under all traffic loads
and all MSTIvoice values.

6 Conclusions and Further Study Issues

In this paper, we deigned a novel wireless downlink packet scheduling algorithm,
the UEPS algorithm, designed not only to support multiple users simultane-
ously, but to serve RT and NRT traffics at the same time for a user. We also
developed two packet loading methods for the selected users, an optimized and
a fast implementation-based methods. The former method loads packets on the
sub-channel packet by packet based on the urgency factor of each packet. The
latter method is devised for fast real time implementation of the former method
within a small scheduling time interval. Simulation study shows that there is no
significant difference on performance of the UEPS algorithm under two packet
loading methods.
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Abstract. In this paper diverse uplink packet scheduling algorithms for
voice traffic which can be assumed as CBR were proposed and their per-
formance analyzed. Based on voice traffic model analysis, four types of
uplink packet scheduling algorithms, BUS, G-PUS, PUS-PLF and PUS-
AMC, were proposed. From simulation results, it was verified that the
PUS-AMC algorithm can increase channel capacity up to about 5.7 times
compared to other algorithms. Superior performance of the PUS-AMC
algorithm was also demonstrated by average packet delay time perfor-
mance analysis.

1 Introduction

In a packet-based wireless communication system, a packet scheduling algorithm
is essential to maximize frequency efficiency [1]-[5]. In order to effectively provide
finite wireless resource in a packet based system, it can be more reliable the
base station to control the uplink resource as well as downlink resource. Most
existing research up to now for uplink packet transmission has been done based
on dedicated channel assignment or contention based random access, but there
has been almost no research on scheduled uplink packet transmission on radio.

Uplink in a cellular network is described as a multipoint-to-point network.
Existing commercialized cellular systems for voice traffic are all circuit based
resource allocation types and when the terminal establishes call setup with the
base station through random access, each terminal is allocated a unique uplink
channel by the base station. However, in a packet based uplink transmission for
voice traffic, centralized control uplink packet transmission can be applied for
the better channel utilization. In a scheduled uplink packet transmission, the
terminal is just included as a target of the uplink packet scheduler located in
the base station through an initial random access. The terminal can transmit
it’s packet by using the corresponding resource after the base station maps the
specific ID assigned to the terminal with a specific resource (or allocates available
resource for a specific ID in time) and notifies the terminal.

In this paper, characteristics of the voice traffic are analyzed and several up-
link packet scheduling algorithms are proposed in order to provide good channel
utilization in OFDMA (Orthogonal Frequency Division Multiple Access) based

T. Vazão, M.M. Freire, and I. Chong (Eds.): ICOIN 2007, LNCS 5200, pp. 70–79, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



Scheduled Uplink Packet Transmission Schemes 71

mobile communication system. In advance, three types of scheduling classes can
be defined by the amount of terminal state information (transmission buffer
state, delay time, packet loss, etc.) possessed by the base station when the base
station carries out uplink packet scheduling. Based on the class definition, four
types of scheduling algorithms for voice traffic are proposed and their perfor-
mances are analyzed with considerations of the AMC (Adaptive modulation
and coding) method, which is a link adaptation method, and the PLF (Packet
Loss Fair)[5] algorithm.

2 System Model

We consider an OFDMA cellular system with packetized transmission. One cen-
tral base station and multiple distributed users are set to be a cell. In MAC frame
structure, time axis is divided into fixed size frames and each frame is partitioned
into a certain number of slots. Frequency axis is organized into M sub-channels
into which many sub-carriers are grouped and they become the basic unit for data
transmission [6]. An example of a proposed frame is shown in Figure 1. In Figure 1,
area corresponding to one sub-channel for one slot is defined as a BU (Basic Unit)
and this is the basic unit for packet transmission. Control channel and arbitrary
approach channel are assumed to be included in a BU.

…

ith frame (i+1)th frame

Basic Unit

…

time

fr
eq

u
en

cy

subchannel

time slot

Fig. 1. Proposed frame structure for OFDMA based uplink

For network structure, we considered uplink traffic transmission in a single
cell environment. Uplink packet scheduler for a base station selects multiple
terminals that require transmitting packets for each slot and notifies the corre-
sponding terminals through the downlink control channel. The terminals that
verified this through the control channel transmit packets using the allocated slot
and sub-channel information. Size of each packet stored in the terminal buffer is
assumed to be identical and this is defined to be the basic packet. If the AMC
method is applied, the number of packets that can be transmitted in one BU
is determined by the AMC options. More detailed explanation will be given in
Secton 3 and Section 4.

Unlike downlink, the uplink packet scheduler in the base station must receive
status information about all connections for uplink from the terminals in each
instant in order to schedule effectively. The following three types of uplink packet
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scheduler classes can be defined depending on the availability/non-availability
of terminal status information the base station can receive.

– BUS (Blind Uplink Scheduler): Uplink packet scheduler for the base
station gets actively involved in resource allocation during initial call setup
for specific terminals. Subsequent resource allocations, proportional to the
assigned band, are provided on a periodic basis and no further status infor-
mation is received from the terminals.

– PUS (Passive Uplink Scheduler): Uplink packet scheduler for the base
station gets actively involved in resource allocation during initial call setup
for specific terminals. Subsequently, allocated resources are increased or de-
creased in steps, using a manual method, through 1-2 bit indicators (gener-
ated by terminal) based on resources that have been determined.

– AUS (Active Uplink Scheduler): Uplink packet scheduler for the base
station receives all status information from specific terminals through the
uplink control channel that has already been allocated or through addi-
tional control packet transmissions and resource allocation for the terminals
is carried out effectively, based on this information.

3 Uplink Packet Scheduling Algorithm

3.1 Voice Traffic Model Analysis

Voice source generates patterns for statistically independent voice activated in-
terval and non-activated interval that is determined by an exponential function.
Average interval for each is 1 second and 1.35 second respectively. Voice packets
are generated only during the voice activated interval and has a bit generation
rate of 16kbps. One voice packet is composed of 320bit (40bytes w/o header)
units and if it is assumed that there are 50 frames in one second, it means that
it is possible to maintain a transmission rate that will result in a satisfactory
voice sound quality by transmitting one packet per frame.

Figure 2 shows a simple state transition diagram for voice traffic. Length
of the ON-OFF interval is assumed to follow an exponential function. Average
interval for voice activated interval is t1 and the probability γ that the active
interval ends when time becomes T is given by the following equation.

γ = 1 − e
− T

t1 (1)

Also, average interval for a non-activated interval is t2 and the probability σ
that it ends at time T is as follows.

σ = 1 − e
− T

t2 (2)

For voice traffic, since it can be assumed that a packet is generated once ev-
ery 20ms when ON interval is started, for uplink, the base station only needs to
periodically allocate resource for the corresponding terminals once every 20ms.
Figure 3 shows the resource allocation timing relationship for voice packet gen-
eration and the base station.
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1 OFF ON 1

Fig. 2. State transition diagram for the voice traffic model

On Period Off Period
sampling interval is

allocation interval ia

Fig. 3. Timing relationship between voice packet generation period and resource allo-
cation period

Even though is = ia is the ideal case as shown in Figure 3, since packet
transmission delay of up to the maximum voice packet delay time (Dmax) is
allowed, we can assume that a certain level of jitter between allocation interval
is allowed. Therefore, if the condition ia ≤ Dmax is satisfied, required QoS can
be guaranteed even for the case is = īa (ā: mean of a) condition is satisfied. If we
assume that the amount of the resource allocated by the base station for a certain
user can be α times the size of the generated packet, resource allocation timing
relationship of īa = αis is possible as well. For example, since the advanced
mobile communication systems use the AMC (Adaptive Modulation and Coding)
method, the number of basic packets that can be transmitted in a BU is different
depending on the channel quality of the user. If the system has been defined to
transmit one voice packet, which is the minimum unit generated for the AMC
option, it is possible to increase the allocation interval by considering the Dmax,
as the AMC option is improved.

In general, maximum packet delay time and maximum allowed packet loss
rate are defined with the QoS parameter for the voice traffic model.

– Maximum packet delay time: Dmax.
– Maximum allowed packet loss rate: Ploss = Pdrop + Perror.

Here, Pdrop is defined to be the packet dropping rate for packets that exceed
the maximum transmission delay and Perror can be defined to be the packet
error probability when the receiving end fails to decode the packet due to the
noise that occurs during transmission or when an error occurs during the CRC
verification process.

3.2 Proposed Uplink Packet Scheduling Technique for Voice Traffic

For traffic with a periodic characteristic like voice, since the base station only
needs to allocate resource periodically or within a certain amount of jitter, on
a regular basis, it is sufficient to consider just the BUS, PUS class that were
introduced in Section 2. However, by considering the ON-OFF interval, the
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AMC option and, Ploss a variety of scheduling algorithms shown below can be
considered.

1. ON-OFF Interval Not Considered for Voice Traffic (Blind and Deaf
After Call Set-up: BUS): • After call setup, ON-OFF interval occurring in ter-
minals is not considered (After initial resource allocation, no further information is
collected from the terminals). • Base station PS allocates resource periodically ev-
ery 20ms to the corresponding terminal. •Up to 40ms is allowed for jitter between
the allocation interval. • AMC option is not considered: Because CQI (Channel
Quality Information) information is not needed, uplink control channel use is sup-
pressed and a decrease in inter-channel interference results.

2. ON-OFF Interval Considered (Generic PUS): • Allocate a flag bit in
the voice packet header that can express whether ON interval can be sustained
or the end: flag(0) indicates continuation of the ON interval and flag(1) indicates
the last packet in the current ON interval. In OFF interval, the base station does
not allocate resource to the corresponding terminal. • Terminal that enters the
ON interval again after OFF notifies the base station by transmitting a 1-2bit
information through the allocated control channel. • Base station PS allocates
resource periodically every 20ms to the corresponding terminal only in the ON
interval. • Up to 40ms is allowed for jitter between the allocation interval. • AMC
option is not considered.

3. Process Packet Loss Based Scheduling with ON-OFF Interval Con-
sidered (PUS with PLF (Packet Loss Fair)): • Include content of proposal
2. • Execute priority based scheduling so that Ploss is fairly distributed between
users. Because the base station knows whether the ON interval will be maintained
and since it can find out the packet transmission result by periodically allocat-
ing resource and finding out whether they were received, calculation of Ploss for
each terminal is possible without additional help from the terminal. • Two types
of parameters (Ploss, Dcurr: time interval from packet generation to scheduling)
can be used for the priority queue mechanism. • Priority order calculation: j =
argmaxP i

loss(t). Here P i
loss(t) represents the current packet loss rate for the i-th

terminal.
4. PUS with AMC: • Include content of proposal 3 (Consider the AMC op-

tion). • However, the base station determines the AMC option that can be used by
the terminal from CQI control channel information for each terminal. • When it is
possible to transmit α packets in a BU from AMC option of a terminal, schedul-
ing period can be changed from Ta to β · Ta where β = min

(
α, Dmax

is
− 1

)
for

all α. • Decision interval for the scheduling period (β · Ta) is the same as the up-
link pilot channel transmission period because the AMC option or uplink channel
state changes in real time. • AMC option compensation: If resource is allo-
cated with period β · Ta and the number of packets that can be transmitted per
BU due to the AMC option of the corresponding terminal has been degraded to
γ(γ < β), �β/γ	 BUs are allocated for compensation and the period is changed to
γ ·Ta. •Throughput acceleration: If resource is allocated with period β ·Ta and
the number of packets that can be transmitted per BU due to the AMC option of
the corresponding terminal has been improved to γ(γ > β), resource allocation is
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delayed by
(
min

(
γ, Dmax

is
− 1

)
− β

)
· Ta and scheduling period due to the AMC

option is changed to
(
min

(
γ, Dmax

is
− 1

))
· Ta.

4 Simulation Environments

Under the wireless environment, we adapt the AMC technique to the proposed
packet scheduling algorithm by assigning K MCS levels depending on uplink chan-
nel quality of each user. In the frequency selective fading environments, uplink
channel quality of different subchannels have different values. BS collects SNRk

values of user k, SNR0
k, ..., SNRNsub−1

k , from predetermined pilot signals corre-
sponding to each subchannel. The SNR is measured as the ratio of pilot signal
power to noise power caused within a cell when we assume that there is no other
cell interference at all. More specifically, the SNR of the n-th subchannel received
from the k-th user can be represented as

SNRn
k =

Pph
2
k,n

N0B/Nsub
, (3)

where hk,n is a random variable representing the fading of the k user and n
subchannel. Pp is the transmitted power of the pilot signal. N0 is the noise
power spectral density and B is the total bandwidth of the system. The channel
gain, h2

k,n, of subchannel n of user k is given by

h2
k,n = |αk,n|2 · PLk. (4)

Here, PLk is the path loss for user k and is defined by

PLk = PL(d0) + 10βlog(dk/d0) + Xσ, (5)

and ak,n is the short scale fading for user k and subchannel n. The reference
distance and distance from BS to user k are d0 and dk, respectively. The path loss
component is β, while Xσ represents a Gaussian random variable for shadowing
with standard deviation σ.

The base station estimates each mobile’s SIR using pilot signals transmitted
through CQI control channel, and based on which it determines AMC option. The
MCS level is classified by the required SNR strength, SNRreq, and maps to the
number of packets in a BU. The mapping between the MCS level and the number
of packets is shown in Table 1, where we assume that all subchannels are allocated
with equal power, i.e., 1W.

In this paper, frame structure was simplified to carry out performance evalu-
ation more easily. Length of one frame was defined to be 10ms and a frame can
be partitioned into 10 slots. Each slot becomes an interval of 1ms. The number
of sub-carriers is 1536 and for uplink, 256 sub-carriers are grouped and assumed
to be six sub-channels. MAC stores SDUs of fixed size in the buffer and the
size of MAC SDU(MSDU) is assumed to be 40bytes. In addition, MAC header
is assumed to be 4bytes. Parameters used in simulation have been arranged in
Table 2.



76 S. Shin, K. Kim, and S. Na

Table 1. AMC options

Index SNRreq(dB) Pkts/BU Mod Code rate

AMC1 1.5 1 BPSK 1/2
AMC2 4.0 2 QPSK 1/2
AMC3 7.0 3 QPSK 3/4
AMC4 10.5 4 16QAM 1/2
AMC5 13.5 6 16QAM 3/4
AMC6 18.5 9 64QAM 3/4

Table 2. System parameters used in simulation

Parameters Value

No. of subchannels 6
No. of slots per frame 10
Length of one frame 10ms

Average data rate for voice 339kbps

Max. allowed packet loss rate 10−2

MSDU and MPDU size 40, 44bytes

Max. packet transmission delay variable
Cell radius (km) 1
User distribution Uniform

BS transmission power (W) 12
Path loss model (α and δ(dB)) 4, 8

5 Simulation Results

Uplink packet scheduling performance evaluation for voice traffic was carried
out by considering four schemes as described in Section 3. Figure 4, Figure 5
and Figure 6 show performance evaluation for the BUS algorithm, the Generic
PUS and the PUS-PLF algorithm and the PUS-AMC algorithm, respectively.
Comparison result for average packet transmission delay when PUS-PLF and
PUS-AMC are applied is shown in Figure 7.

It can be seen from Figure 4 that Ploss increases abruptly when the number of
users exceed 120 if the BUS algorithm is applied. Because this is a method which
allocates resource once every 20ms without considering ON-OFF intervals, it is
easy to see theoretically that 120 persons (= 6slot ∗ 20ms) is the maximum
number of users that can be used. Intuitively, BUS method is identical to time
division multiplexed circuit based scheduling method.

Results for the generic PUS (G-PUS) algorithm and the PUS-PLF algorithm
are displayed in Figure 5. Because simulation results were drawn for average Ploss

of all users, average performance of G-PUS and PUS-PLF are identical. However,
unlike the PUS-PLF algorithm in which scheduling is carried out so that Ploss

for all users is distributed fairly, for G-PUS a probability for occurrence of a
call drop (Generation when Ploss is greater than the required QoS parameter
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Fig. 5. Packet loss rate for number of users in G-PUS, PUS-PLF algorithm
(Dmax=100ms)

is assumed) between interval A-B in the figure for an arbitrary user exists. In
other words, for the G-PUS algorithm, there may be instances when arbitrary
users cannot satisfy the QoS they demand between interval A-B in the figure.

Figure 6 shows the results for the algorithm defined as PUS-AMC which
was obtained by applying AMC for the user’s channel status to the PUS-PLF
algorithm. This is an algorithm which can delay packet transmission, according
to AMC options that can be used by each user, and transmit many packets
simultaneously. As shown in the results, maximum number of simultaneous users
that satisfy maximum Ploss is about 690. Selection of AMC option is carried out
by the base station. AMC option for the terminal can be determined by using
the control channel for CQI that is allocated for each terminal through uplink.

Table 3 displays the maximum number of users when Pmax
loss for the proposed

algorithm for four types of voice traffic. With BUS algorithm as the reference,
capacity increase of 2.2X for the PUS-PLF algorithm and 5.75X for the PUS-
AMC algorithm was verified.
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Table 3. Maximum number of simultaneous users for the proposed algorithm when
P max

loss = 0.01, Dmax=100ms

BUS G-PUS PUS-PLF PUS-AMC
Max. users 120 252-262 262 690

(BUS growth rate) (-) (2.1-2.18) (2.18) (5.75)

Figure 7 shows the average transmission delay per packet for the PUS-PLF
algorithm and the PUS-AMC algorithm. As shown by the results, while the
PUS-PLF algorithm has a very low time delay compared to the PUS-AMC
algorithm when the number of simultaneous users is less than 260, the time delay
increases abruptly when the number of simultaneous users is greater than 260.
In addition, even though the PUS-AMC algorithm delays packet transmission by
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Fig. 7. Average packet transmission delay for number of users in PUS-AMC algorithm
and PUS-PLF algorithm (Dmax=100ms)
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force, depending on the AMC option, it can be seen that a packet transmission
delay that is a very small value compared to Dmax is maintained for almost all
intervals. In conclusion, this research proved that the PUS-AMC algorithm is an
optimum uplink algorithm for voice traffic that can maintain significant capacity
increases and packet transmission delay at a certain level.

6 Conclusion

In this paper four uplink packet scheduling algorithms (BUS, G-PUS, PUS-PLF,
PUS-AMC) for voice traffic were proposed and their performance analyzed. Be-
cause voice traffic not only has a fixed transmission rate but also a periodic
packet generation pattern, the base station can predict the terminal status. It
was verified that the PUS-AMC algorithm which uses the AMC method can in-
crease channel capacity by about 5.7X compared to other methods by delaying
packet transmission by force within the maximum allowed delay and sending
many packets simultaneously when channel state is satisfactory. PUS-AMC al-
gorithm also showed excellent average packet transmission delay characteristics.
Based on this research, we verified that the PUS-AMC algorithm is the opti-
mum algorithm for voice traffic when an uplink packet transmission system is
implemented through base station control.
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Abstract. In this paper, we propose an inband and outband broadcast method 
for hidden incumbent system detection of MAC layer for WRAN systems using 
cognitive radio technology. In order to make sure that cognitive radio WRAN 
system must be operated with no interference to incumbent system, WRAN 
system should sense channel during its communication and change channel 
according to the appearance of incumbent system. To detect hidden incumbent 
system, we use some extra candidate channels to broadcast current channel list 
and to report CPE’s sensing results.  

Keywords: CR, hidden incumbent detection, WRAN. 

1   Introduction 

Increasing demand of wireless communication services resulted in insufficient 
frequency assigned to each licensed user or service under the control of government. 
To resolve the problem, Joseph Mitola [1] [2] [3] [4] suggested the concept of 
cognitive radio (CR) being able to do self-cognition, user-cognition and radio-
cognition. CR is adapted for use of frequency without interference to primary user. 
After FCC (Federal Communications Commission) [5] referred to the availability of 
overlapping frequency use in a NPRM (Notice of Proposed Rule Making) [6], IEEE 
802.22 WRANs (Wireless Regional Area Networks) working group [7] is constructed 
for CR technology progress that will define standard interface to PHY and MAC layer 
so as to use TV spectrum by unlicensed device users. In order to make sure that 
WRAN system must be operated with no interference to incumbent system, WRAN 
system should sense channel during its communication and change channel according 
to the appearance of incumbent system. WRAN base station (BS) and customer 
promise equipment (CPE) devices assumed that they are able to differentiate between 
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incumbent signal and other unlicensed signal using various sensing methods. In the 
case that incumbent system appears in the same channel that WRAN system is now 
using, WRAN system stops using the channel and starts to change service channel to 
avoid interference to incumbent system. But that includes the problem that incumbent 
system has interference as WRAN system do not cognize the incumbent system. 

This paper suggests a CR MAC protocol that is able to coexist with primary users 
by means of an inband/outband signaling for hidden incumbent system detection. 
Inband (defined control signal on current band) and outband signaling (defined 
control signal on the band other than current band) help to change the current channel 
to a new channel without interference to incumbent system. CPEs on the overlapping 
areas can report the incumbent system appearance to the CR BS. CR BS can inform 
the CPEs of the new channel list to continue the communication (seamless spectrum 
handover). For initial CR network entry of the CPEs inside the overlapping areas, 
CPEs can easily find out the current service channel information. CR that takes 
advantage of the utmost of frequency has the high probability of mutual coexistence 
with new spectrum utilization technology such as home network market [8] based on 
WPAN (Wireless Personal Area Network) and UWB (Ultra Wide Band) [9].  

The rest of this paper is organized as follows. In Section 2, we present channel 
sensing and frequency changing procedure. The proposed MAC protocol for hidden 
incumbent system detection is presented in Section 3. In Section 4 simulation results 
are shown. Finally, we conclude in Section 5. 

2   Channel Sensing and Frequency Changing Procedure 

WRAN BS that obtains the sensing results should perform proper reactions to protect 
incumbent systems. WRAN system should leave the channel for operating of 
incumbent system without interference to the incumbent system and should be able to 
provide seamless-service to WRAN CPEs. The channel sensing and changing 
procedure is as follows: 

1. WRAN BS allows WRAN CPEs to start to sense channels by sending some 
parameters including the value of period and duration into downstream.  

2. WRAN CPEs could sense channels after stopping sending data during quiet 
period.  

3. WRAN CPEs transmits the sensing results including some factors over 
channels to WRAN BS by using upstream. 

4. WRAN CPEs which use the channel that is about to using by incumbent 
system send sensing report to WRAN BS and wait for band change message 
including the target channel to move and candidate channel list(a set of 
channels available to communicate with WRAN BS) from WRAN BS. 

5. WRAN CPEs which receive the band change message should stop using the 
channel and response to WRAN BS. 

6. WRAN CPEs perform ranging procedure in respect of the new channel and 
start to communicate with WRAN BS since changing the parameter in related 
to channel environment. 
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3   Hidden Incumbent System Detection MAC 

3.1   Hidden Incumbent System 

WRAN BS may not be able to detect or be informed the existence of incumbent 
signal. This situation possibly can be happened when the incumbent system signal 
does not reach to the WRAN BS so that the BS cannot sense it. And CPEs, which are 
inside both of the WRAN BS coverage and incumbent system coverage, cannot report 
this overlapping to the WRAN BS because it is not able to decode the WRAN DS 
signal due to the strong interference. This very serious case is called as “hidden 
incumbent system case” 

For WRAN service, assume WRAN BS had sensed some channels and it 
recognized channel X was available (it may use a geographical channel usage 
database information for that area). When an incumbent system begins service with 
the same channel X, the BS does not know the existence of incumbent system. So, as 
shown in Figure 1, WRAN CPEs that are located in overlapped area of WRAN and 
incumbent system and they are not able to decode the WRAN DS signal because of 
strong incumbent system interference. BS will keep its service on channel X and it 
will cause strong interference to incumbent system users possibly for a long time. 

 

Fig. 1. Hidden incumbent system 

The hidden incumbent system case causes the following problems: Harmful 
interference to the incumbent system users. Some WRAN CPEs cannot communicate 
with WRAN BS. This hidden incumbent system case may occur not only during the 
any service period but also during the WRAN BS initialization period (service start 
time). Incumbent systems can start their service at any time without any notification 
or may initiate their service disregarding the service pattern as stored in WRAN 
database. Therefore, WRAN BS can mistakenly change its service channel to the 
channel that is already being used by an incumbent system because of its unreliable 
sensing results.  

3.2   Hidden Incumbent System Detection Protocol: Inband Signaling 

In the situation of hidden incumbent system, it needs a concrete method for detection 
of hidden incumbent system. WRAN system avoids using same channel that used by 
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incumbent system. This paper suggests the inband (using channel by WRAN system) 
signaling that allows WRAN CPEs to report the advent of incumbent system through 
current channel and the outband channels (which are not used by WRAN or 
incumbent system) signaling method that allows WRAN CPEs to report the advent of 
incumbent system through candidate channels lists.  

It is defined as the inband signaling that WRAN CPEs report a channel occupation 
of incumbent system through the other synchronous channels currently used by 
WRAN BS in case of the advent of incumbent system at the certain channel used by 
WRAN system. WRAN BS knows about the channel table that the CPEs are using. 
That is good for WRAN CPEs to promptly report the advent of incumbent system in 
the channel to WRAN BS and to stop the using of the channel and to change from the 
channel to a new channel. In the situation of that some WRAN CPEs are not able to 
decode signal from WRAN BS, the method shows now to resolve the problem.  

3.3   Hidden Incumbent System Detection Protocol: Outband Signaling 

If the WRAN BS only uses a single channel due to the not enough empty bands or 
other reasons and the incumbent system appears at the current channel, we are not 
able to solve the hidden incumbent system problem with the inband signaling method. 
WRAN CR BS cannot recognize hidden incumbent system because of no 
information. Also, some incumbent users have experienced interference from the 
WRAN system.  

CR BS periodically broadcasts the information for the current channel in some of 
other unoccupied channels (e.g., candidate channels). The outband channel list is 
broadcasted in the in-band frame headraces that are not able to decode the frame of 
the BS’s current service channel try to sense the indicated (candidate) channels to 
locate the BS signal. If CPEs receive the explicit outband broadcast signal, The CPE 
sends a report to the BS using the up link of the outband channel. After noticing the 
existence of the hidden incumbent, The CR BS changes its service channel to other 
available band. The new channel information is also broadcasted with outband 
signaling. 

A   Outband signaling procedure for hidden incumbent system detection 
Procedures of explicit outband signaling for hidden incumbent system detection is 
shown in Figure 2. 

1. WRAN system provides services to WRAN CPEs in channel X and WRAN 
CPEs that are using channel X enter the blocking state due to the sudden 
advent of incumbent system in channel X.  

2. WRAN BS periodically broadcasts explicit outband signaling message into 
the outband channel set {B, C, D}. 

3. WRAN CPEs that abruptly do not decode the signal from WRAN BS in 
channel X due to the appearance of incumbent system start to sense the other 
channels to communicate with WRAN BS. 

4. WRAN CPEs that receive the explicit outband signaling message during the 
period of sensing channel (in this case channel C) recognize the availability of 
channel C and report the appearance of hidden incumbent system to  
WRAN BS. 
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Fig. 2. Explicit outband signaling example 

B   Broadcast method of explicit outband signaling 
The basic broadcast scheme requiring multiple PHY transceivers at the BS is that the 
outband signal is broadcast in candidate channel B, channel C and channel D at the 
same time, the BS may choose to broadcast outband signal sequentially in time for 
simplification of system organization, as shown Figure 3-(a). On the other hand, the 
sequential outband signal transmission as described in Figure 3-(b) only requires one 
transceiver for outband signaling. But, this sequential method has a drawback that the 
probability with which the CPEs can detect the outband signal decreases. Basically, 
outband signal does not include the CPE list that should respond to the outband signal 
with Hidden Incumbent System Report because the BS does not know which CPEs 
are located in the overlapped area in advance. But, optionally BS may choose to 
include a CPE list to poll specific CPEs. However, in this case the polled CPE should 
respond even if the current service channel is available to the CPE. 

 

Fig. 3. (a) Simultaneous broadcast method and (b) sequential broadcast method 

C   Frame structure of explicit outband signaling 
This broadcast of outband signal follows the similar PHY and MAC frame 
architecture to IEEE 802.16. Explicit outband signal DS-Burst includes service 
channel information, such as current BS’s service channels and candidate channels. 
Because the BS does not know which CPEs will send the report in advance, BS 
generally cannot allocate up stream (US) resource to each CPE that will send the 
report. Therefore collisions of reports may be occurred. To increase the probability of 
successful report delivery to the BS, during one explicit outband signaling time k (2 ~ 
3) number of MAC (including DS and US) frames are transmitted as shown in  
Figure 4. In SCH (Super frame Control Header) of DS, the information for k should 
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be included. For the first US1 all CPEs that detected hidden incumbent systems will 
try to send reports. In DS-2 and DS-3 BS gives acknowledgements for the previous 
reports to indicate successful report receptions. Only CPEs that did not receive 
acknowledgements for the previous reports will try sending reports again. 

 

Fig. 4. Frame structures of explicit outband signaling 

D   CPE upstream bandwidth allocation for hidden incumbent report 
For the CPE hidden incumbent system report message, there needs to be a process or 
method for allocation of upstream resource to CPEs. To reduce this overhead, the BS 
can allocate upstream resource for CPEs’ hidden incumbent system report. First 
method is that the BS divides US resource into US-Burst slots for all unknown CPEs. 
When the BS transmits outband signal frame, it divides upstream resource according 
to maximum hidden incumbent report size and allocates each upstream burst. The 
second method is to use the CDMA code. The PHY supports the usage of a CDMA 
mechanism for the purpose of hidden incumbent system report. When the BS 
transmits outband signal, it allocates resource to transmit the CDMA code in upstream 
burst. A CPE transmits the selected random CDMA code which is assigned upstream 
resource to transmit the hidden incumbent system report message. 

E   Co-existence between WRAN BSs for explicit outband signaling 
Transmitting multiple outband signals has a possibility to collide with outband signals 
of other co-located WRAN BSs. If communication between BSs is possible, the BSs 
can coexist by sending outband signal in candidate channels at different time after 
exchanging broadcasting time schedule with each other. But if communication 
between BSs for exchanging their time schedule is not available, to avoid outband 
signal collision, BSs randomly select their outband signal broadcasting time within 
the pre-defined explicit outband signaling period as shown in Figure 5.  

Figure 5-(a) illustrates the case when BS broadcasts outband signaling messages at 
multiple channels simultaneously. And Figure 5-(b) is for the case that BS broadcasts 
outband signaling message sequentially in time at the different channels. To guarantee 
that CPE decodes the outband signal within a short time interval without sensing time 
discordance, CPEs should try to find the signal at one channel at least during one 
explicit outband signaling period.  
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Fig. 5. (a) Simultaneous broadcasting method (b) sequential broadcasting method 

 

Fig. 6. Fractional bandwidth 

 

Fig. 7. (a) EOS sending BS operation and (b) other WRAN BS operation 

F   Efficient channel use for explicit outband signaling with fractional bandwidth 
usage method 

Explicit outband signaling does not need a full bandwidth of a channel. Broadcasting 
some channel information through an explicit outband signal message requires only 
small bandwidth as shown in Figure 6. Thus, some bandwidth of a outband frame is 



 Cognitive Radio MAC Protocol for Hidden Incumbent System Detection 87 

used in broadcasting explicit outband signaling and the other is used in transmitting 
data by other WRAN BSs. Fractional bandwidth usage uses predefined narrow 
bandwidth to send explicit outband signaling and to receiving sensing report. WRAN 
BS broadcasts explicit outband signals with only BWEOS bandwidth at the beginning 
part of a channel bandwidth. If a BS that is broadcasting explicit outband signal 
detects that other BS uses the remained part, then it will try to change the channel for 
explicit outband signaling. Figure 7 illustrates how explicit outband signaling BS and 
other CR WRAN BS for data transmission operate together. 

4   Simulation Results 

This section describes the results of experiments for hidden incumbent system 
detection method. In Table 1 some simulation parameters are shown. 

Table 1. Experiment parameters 

Parameters Meaning 
Ncpe The number of CPEs that detect incumbent system 
Nc The number of candidate channels to send explicit outband signaling onto 

outband 
Nch The number of total channel inside radio range of WRAN BS = 10 
Ns The number of slots in one frame to send report 
k The number of frames during outband signaling period 
Ps The probability that CPE sense one of candidate channels during explicit 

outband signaling period. ( ) 2.0,8.0,/ ==+= βαβα chcs NNP  

 
The CPE that detects incumbent system can sense one of candidate channels during 

explicit outband broadcasting time with Ps. Because during the normal 
communication time CPEs can know the candidate channel list that is included in 
BS’s DS MAC header, CPEs can access one of the candidate channels at the hidden 
incumbent system condition. However some CPEs (e.g., CPEs that powered off and 
just power on or CPEs that did not receive several MAC frames from BS) do not 
know the exact candidate channel list so that they may not access the candidate 
channel directly. In this simulation we assume that Ps is larger than 0.8. 

First experiment shows accumulated successful rate of sensing report according to 
increasing k during sending explicit outband signaling. We assume that in WRAN 
system usually supports from tens to few hundred users at the same time and therefore 
the incumbent detection CPEs at the edge of system boundary are not many. The 
more frames we have to send incumbent system detection reports, WRAN BS can 
detect the hidden incumbent system condition with the higher probability. In this 
simulation, Ncpe varies from 2 to 6 and Ns equals to 10. As we can see in Figure 8 (a) 
and (b), if we have the more candidate channels, incumbent system detection reports 
form the CPEs can be distributed to different channels so that the report collision rate 
will be the smaller. For the given environments, we can see that when k equals to 2 
about 90% incumbent detection reports can be received by BS successfully. And if we 
set k to 3, almost 100% successful rate we can achieve. 
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(a) Ns (slot) =10, Nc (candidate channel) =2 (b) Ns (slot) =10, Nc (candidate channel) =6 

Fig. 8. Comparisons of accumulated successful rate in reporting under different environment 

Second experiment measure the explicit out reporting delay in terms of explicit 
outband signaling transmission time, which means that how much time WRAN BS 
takes to send explicit outband signaling and receives sensing reports. We compared 
two outband signaling methods: frequency simultaneous method and time sequential 
method. As shown in Figure 9, frequency simultaneous method send outband 
messages at the same time with different frequency bands so that a CPE can sense one 
of outband channels within one frame time. However, in the time sequential method, 
if a CPE senses a different channel from the channel that the BS now broadcasts, then 
the CPE should wait next BS transmission. Therefore, as in Figure 9 reporting delay 
is linearly increasing as the number of candidate channels for time sequential method. 

As the third experiment, we measure the collision probability of sending explicit 
outband signal messages from different co-located WRAN base stations as increasing 
the number of candidate channels and the number of co-located base stations. As 
shown in Figure 10, if the number of candidate channels is increasing, then outband 
message collisions are decreasing. And if we have the more co-located WRAN base 
stations, the higher collision probability we get. 
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5   Conclusion 

In this paper we have proposed cognitive radio MAC protocol for hidden incumbent 
system detection in WRAN. To solve hidden incumbent system problem, we 
proposed two inband and outband reporting procedures. In inband signaling when BS 
uses multiple channels, CPEs that detect primary system report it with one of other 
current channels. For outband signaling, BS periodically broadcast outband message 
through candidate channels. With the proposed hidden incumbent system detection 
methods, we can support reliable cognitive radio communication and protect 
incumbent system securely. CR BS can inform the CPEs of the new channel list to 
continue the communication. For initial CR network entry of the CPEs inside the 
overlapping areas, CPEs can easily find out the current service channel information. 

In simulation study, we can see that for the given network conditions CPEs require 
2-3 frames to send the hidden incumbent detection reports with 90% success ratio. 
For broadcasting methods, even though frequency simultaneous method requires 
multiple transceivers at BS, it can support short report delay. The other hand, time 
sequential method requires relatively long delay depend on the number of candidate 
channels. 
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Abstract. In the field of mobility support, several mobility protocols resort to 
the use of triangulation mechanisms as a means of supporting fast handovers or 
basic connectivity. In order to reduce the maximum end-to-end delay of the 
packets, such triangulations can be later removed to enable direct routing of  
the data packets. However, using a simple update of this routing entry can cause 
the reception of out-of-order packets at the mobile node receiver, as the direct 
packets can arrive earlier than the triangulated packets. 

This paper proposes a generic optimal de-triangulation mechanism that  
neither causes out-of-order packets nor increases the packet delay, for any com-
bination of asymmetric links delays. After an analytic framework analysis con-
tribution, the efficiency of the proposed algorithm is evaluated using simulation 
studies, in which the packet losses, packet delay, handover latency and con-
trol/data load metrics are measured. 

1   Introduction 

In the field of mobility support, several mobility protocols resort to the use of triangu-
lation mechanisms as a means of supporting fast handovers or basic connectivity. By 
using these mechanisms, the routing of data packets destinated to mobile nodes is 
aided by a certain number of intermediate nodes, leading to longer paths and higher 
end-to-end delays. 

Several mobility protocols with micro-mobility capabilities, which the enhanced 
Terminal Mobility for IP [1] with Route Optimization (eTIMIP-RO) [2], Fast Hand-
overs for Mobile IP (FMIP) [3], BRAIN Candidate for Mobility Management Protocol 
(BCMP) [4] or Micro-mobility support with Efficient Handoff and Route Optimization 
Mechanism (MEHROOM) [5] are examples of, can provide a faster handover opera-
tion by forwarding the in-flight packets received at the previous Mobile Node (MN) 
location to the new location, using a simple triangulation scheme. In the same vein, 
the MIP Route Optimization (RO) option can be used to forward data between the 
involved Foreign Agents in an handover [6]. Also, macro-mobility protocols like 
MIPv4 [7] can permanently use the triangulation via the Home Agent (HA) as a 
means of achieving transparency to fixed Correspondent Nodes (CN), or of perform-
ing temporary data forwarding before the route optimization operation in MIPv6 [8]. 
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In all cases, in order to reduce the maximum end-to-end delay, such triangulations 
can be later removed by a de-triangulation operation, in which the sender node is 
updated with the most current MN location, enabling it to send the packets directly to 
the MN. In all the previously mentioned protocols, the triangulation is simply re-
moved by updating the sender node with the newest MN location, using a simple 
update message. However, this simple update can cause the reception of out-of-order 
packets at the MN. As long as the direct path will typically impose lower latency than 
the triangulated path, the subsequent directly sent data packets can actually be re-
ceived earlier than the last in-flight packets sent via the triangulated path. 

Depending on the type of receiver, these out-of-order packets due to such de-
triangulation operations can have a major impact on it, as additional actions may  
be needed to recover from such phenomena [9]. These out-of-order packets can either 
be considered as lost packets by UDP receivers which expect ordered arrival [11], or 
can trigger the retransmit mechanism and needlessly reduce the contention window of 
the majority of the TCP senders, as no packets have actually been dropped [12]. 

This problem was addressed by previous research work. The Celular IP semi-soft 
handover [13] solves it by delaying the packets sent through the direct path at a 
specific node, known as crossover node, for a constant amount of time, in order to 
allow an earlier reception of the triangulated packets. In spite of avoiding out-of-order 
packets, this mechanisms forces a constant delay, which is independent of actual de-
triangulation phenomena, and results in excessive majorated delays to ensure an 
ordered reception. Alternatively, the seamless MIP [14] marks the packets and reor-
ders them at the destination. This is an inefficient and of limited applicability process, 
as it requires packet marking in the IP header of all data packets. 

This paper proposes a generic optimal de-triangulation mechanism that neither 
causes out-of-order packets nor increases the packet delay. The proposed mechanism 
achieves its goals by delaying the packets, which will be sent via the direct path, for the 
exact minimum period of time that causes them to arrive at the destination immediately 
after the last in-flight packets sent via the triangulated path. Simpler versions of the 
mechanism that either remain optimal, but assume the presence of symmetric links, or 
that are non-optimal but continue to guarantee packet ordering, are also presented. 

To support this contribution, the paper presents an illustrative example followed by 
an analytical framework in section 2, which is used to study the problem in section 3. 
The proposed solutions are described and analyzed in section 4 using the analytical 
framework, and are additionally validated by NS2 simulation studies in section 5. The 
paper ends, in section 6, with some conclusions and future work. 

2   Analytical Framework and Problem Definition 

2.1   Problem Statement 

To illustrate the problem, let us consider the triangulation situation depicted in Fig 1a. 
The figure comprises the crossover node, Node A, which is the node where the 
triangulated and the direct paths diverge; the old destination node, Node B, which is 
the one that was previously used to transfer information with the MN and will be used 
as a triangulated node; and the new destination node, Node C, which is the one that 



92 P.V. Estrela, T.M. Vazão, and M.S. Nunes 

should be used to access the MN after it roams from Node B to Node C.  For the sake 
of simplicity, the MN is omitted in the figure. 

At first, when Node A receives data to the MN, it uses Node B the reach the MN, 
although it is now accessible through Node C; then, Node C will send an update 
message to Node A, so that data may be routed directly to it, removing the triangula-
tion effect. Even though such operations do not typically incur in the drop of in-transit 
data packets, it can result in their reordering, as the direct path will typically have 
lower latency than the triangulated one (otherwise, the routing would benefit from 
being triangulated in the first place, and no de-triangulation mechanism should be 
performed). The exact latency difference will be the result of the actual link delays 
and the amount of data packets queued in the routers, among other factors.  

This problem is illustrated in Fig. 1b, where packets sent through the direct path 
(Data packet 2, A→C) can be received earlier than packets sent through the triangu-
lated path (Data packet 1, A→B→C). 

 

Fig. 1. De-triangulation problem illustration. a) overall problem b) messages exchanged 

2.1   De-triangulation Mechanism Description 

In this section, we introduce a new framework for analysing the de-triangulation 
problem. 

Let us considered the situation represented in Fig. 2a where the data packet trans-
mission and reception instants are depicted and the time instants represent: 

• t0:  the time when the de-triangulation process will start at the destination node 
(Node C); 

• tx > t0: the time when the last data packet is sent by the crossover node (Node 
A), through the triangulated path; 

• tx’ > tx  the time when this packet is received by the destination node; 
• ty > tx: the time when the first data packet is sent by the crossover node (Node 

A) through the direct path; 
• ty’ > ty  the time when this packet is received by the destination node. 
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Considering also the mean delays that occur between the involved nodes for the 
transmission of packets, depicted in Fig. 2b, which represent, separately, the down-
stream (d(A,B), d(B,C) and d(A,C)) and the upstream (d(B,A), d(C,B) and d(C,A)) paths. Each 
mentioned delay will contain the time needed to support all the operations involved to 
transmit a packet and to receive it, of which the propagation and queuing delays will 
be the main drivers. 

       

B C

A

d(A,B)

d(B,C)

d(A,C)

d(C,A)
d(B,A)

d(C,B)  

Fig. 2. a) Time instants of data packet transmission and reception b) asymmetric link delays 

Using this notation, the following relations occur:  

 t
x’
 = t

x
+d

(A,B)
+d

(B,C)                                         (Eq. 1) 

 t
y’
 = t

y
+d

(A,C) 
                                                          (Eq. 2) 

Considering now, the time ∆ since the transmission of the last triangulated packet 
until the transmission of the first direct packet at the crossover node; and the time 
∆’ since the arrival of the first direct packet until the arrival of the last triangulated 
packet a the destination node, which are given by: 

 ∆ = t
y 
-t

x                                                      
(Eq. 3) 

 ∆’ = t
y’
-t

x’                                                   
(Eq. 4) 

A positive value of ∆ results in buffering being applied to the packets at the cross-
over node, as incoming packets need to wait before they are forwarded. The value is 
directly proportional to the maximum buffering capacity required. A value of zero 
results in no buffering at all. Finally, a negative value of ∆ is not used in the context 
of de-triangulation.  

A negative value of ∆’ results in the occurrence of out-of-order packets, but no 
additional delay, as triangulated packets are received later than the direct ones. On 
other hand, a positive value results in ordered delivery, but with an additional delay 
being experienced by the involved packets which is equal to ∆’. Finally, a value of 
zero will result in an optimal de-triangulation mechanism – no out-of-order packets 
and no delay increase. 

Thus, the objective of an ordered de-triangulation mechanism is defined as the 
operation where the packets will be delayed at the crossover node for a certain period 
of time ∆, so that ∆’ will be positive; additionally, the objective of an optimal or-
dered de-triangulation mechanism is to ensure that ∆’ will be zero. 
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3   Analysing the Direct De-triangulation Problem 

To illustrate the generic solution, let us consider the regular de-triangulation situation 
depicted in Fig.3.  

Firstly, the destination Node C sends an Update Message directly to the crossover 
node (step 1). Then, the crossover node will update its own Routing Table, being able 
to start using the direct path (step 2). From now on, incoming packets will be sent 
directly to Node C, while already in-transit packets continue to use Node B (step 3). 
Every in-flight packet received by Node B is sent to Node C (triangulated path)  
(step 4), being received later than the direct paths, unless an ordered de-triangulation 
mechanism is used. 

 

Fig. 3. Direct de-triangulation algorithm 

Using the same notation as before:  
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 = t

0
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(Eq. 5) 
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(Eq. 6) 
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In order to avoid out-of-order packets, ∆’ must be positive or equal to zero: 

                          ∆’ >= 0                          (Eq. 9) 

                          d
(A,C)

 >= d
(A,B)

+d
(B,C)

                 (Eq. 10) 

As this last relation is not verified in the typical situations, as it would negate the 
major benefit of removing the de-triangulation, this results in out-of-order packets 
phenomena illustrated in section 2. 

4   Proposed Solutions 

4.1   Conservative Algorithm 

The first presented algorithm, named conservative algorithm (Fig. 4a), will ensure 
that no out-of-order packets will occur, by buffering the received packets at the 
crossover node, while waiting for the reception of the last packet via the triangulated 
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path. Only when this happens, the buffered packets will be released by the use of a 
new message called Flush. 

 

Fig. 4. Proposed solutions: a) conservative b) symmetric c) asymmetric 

Firstly, the destination Node C sends an Update Message directly to the crossover 
node, as in the previous case (step 1), but now it starts buffering all incoming packets 
to a certain MN (step 2). Then, node A will send a Flush message that will pass 
through the triangulated and the destination node before returning to itself (step 3, 4 
and 5). This forces the control packet to pass through the same paths as the in-transit 
data packets in the triangulated path (also steps 3 and 4, dashed lines). When node A 
receives the Flush Message, it transmits the buffered packets via the direct path, and 
stops the buffering of additional packets (steps 6 and 7). 

Using the same notation as above, the last packet forwarded using the triangulated 
path will guarantedly be received at node C earlier than the first packet received via 
the direct path. However, this operation increases the previous handover latency for 
an additional amount of time, as shown by the following analysis: 
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                       ∆’ = d
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                      (Eq. 15) 

Thus, out-of-order packets are avoided (∆’ > 0), but the data packets are always 
unnecessarily delayed for (d(C,A) + d(A,C))  time units. 

4.2   Optimal Algorithm for Symmetric Links 

If the link delays can be assumed to be symmetric, then the previous algorithm can be 
refined to not incur in any extra delay, besides the imposed by triangulation itself. 
This has the advantages of solving the latency increase of the previous mechanism, 
and of reducing the buffering requirements of the symmetric algorithm (Fig. 4b). 
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Again, the destination node sends an Update Message directly to the crossover 
node (step 1) to start the buffering of all data packets (step 2). However, at the same 
the, the destination node also sends the Flush Message in parallel to the crossover 
node, which now passes through the triangulated node in the opposite direction of the 
data packets (step 1 and 3). As before, when the crossover node receives this message, 
it stops buffering additional packets (step 4) and transmits the buffered packets via the 
direct path (step 5). 

Using the same notation as before:  
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As symmetric links are assumed, d(C,B)=d(B,C); d(B,A)=d(A,B); and d(A,C)=d(C,A); thus: 

                           ∆’ = 0                      (Eq. 21) 

Thus, the algorithm is optimal: out-of-order packets are avoided, and no extra delay is 
incurred in the data packets.  

4.3   Optimal Algorithm for Asymmetric Links 

If the link delays are asymmetric, e.g. due to different propagation delays or queuing, 
then the conservative algorithm can again result in out-of-order packets, in the situa-
tions where ∆’ is negative. Such situation might happen when the control messages 
(Update and Flush messages) travel faster than the data packets and the delay imposed 
to data packets at the crossover node is smaller than needed. Although this could be 
solved by the addition of an extra small delay after the reception of the Flush Mes-
sage, this would not result in an optimal solution. In contrast, the final asymmetric 
algorithm presented in this section is able to maintain optimality through slightly 
higher control and data loads (Fig. 4c).  

Firstly, the destination node sends an Update Message directly to the crossover 
node (step 1). When it receives the message, it sends a Flush Message as in the 
conservative algorithm via nodes B (step 2) and C (step 3 and 5), but also a new 
message to itself via node C (steps 2 and 3), called Buffer Message. These pair of 
messages are used to measure the actual delays experienced by data packets, taking 
account the asymmetric nature of the links. When the crossover node receives the 
Buffer Message (step 3), it updates the Routing Table and starts buffering data pack-
ets (step 4). The reception of the Flush Message is dealt with as before (step 6 and 7).  

Using the same notation as above:  
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Without the need to assume symmetric links, equation 26 simplifies to: 

                         ∆’=0                              (Eq. 27) 

Thus, the algorithm is always optimal regardless of the combination of asymmetric 
links: out-of-order packets are avoided, and no extra delay is incurred. 

5   Simulation Studies 

5.1   Simulation Scenario 

To evaluate the proposed smooth de-triangulation algorithms, their behaviour was 
compared with the standard direct de-triangulation using simulation studies. The 
simulations were carried out using Network Simulator (NS) v2.26, where a simple 
mobility protocol which uses local temporary triangulations at each handover was 
modelled. A key addition to the simulator was the modification of the existing UDP 
LossMonitor object to evaluate and count the received out-of-order packets, besides 
the dropped packets that are already considered by the base object. 

The simulation scenario is illustrated in Fig. 5. Here, a MN will be the receiver of a 
continuous stream of Constant Bit Rate (CBR) UDP probe packets sent by a CN 
located outside the domain, that generates 200 packets per second of 100 bytes each. 
The MN will then make a series of roaming operations between the two existing 
Access Points, AP1 and AP2, being connected to the network by each one sequen-
tially at a speed of 30 hand/min. The domain has a mobility anchor point (MAP)  
which receives the packets from the CN, and redirects them to the MN’s current AP. 
Inside the domain the nodes are connected by wired links that feature sufficient 
bandwidth for the test probes. 

 

Fig. 5. Simulation Scenario: a) Symmetric case b) Asymmetric case 
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Two separate scenarios are considered; in the former, all links, with the purposely 
different delays values as depicted in Fig. 5a, feature symmetric upstream and down-
stream propagation delays; an asymmetric scenario was also investigated, illustrated 
in Fig. 5b, where the crossover→AP1 downstream link delay is asymmetric from the 
upstream delay, in order to simulate local congestion. 

At each handover operation, the MN first creates a local tunnel between the in-
volved APs, by sending an Update Message through the new AP destinated to the old 
AP. To avoid the existence of dropped packets at the old AP, the APs have sufficient 
transmission power to ensure a continuous coverage to the MN. Then, the handover 
operation is finalized by updating the MN’s entry at the crossover node; in the direct 
model, this is achieved by sending an Update Message directly to the crossover node 
via the new AP; the other studied models (smooth_conservative, smooth_symmetric 
and smooth_asymmetric) additionally use the sequence of messages and buffering 
operations previously described. 

In this scenario, each model was tested for a series of 100 handover operations, 
where the experienced packet losses, delay and buffer usage for the data and control 
packets were evaluated. 

5.2   Loss and Delay Results 

Fig. 6 and Fig. 7 show the loss and delay results for all studied alternatives for both 
symmetric and asymmetric links. The loss graph divides the experienced losses into 
drops, late packets and out-of-order packets. The delay graph divides the experienced 
one-way delays into minimum, average and maximum values. As expected from the 
simulation scenario definitions, no packets are dropped in all cases. 

Regarding the regular direct mechanism, a large number of packets are received 
out-of-order, confirming the de-triangulation problem previously defined. On the 
other hand, the data packets experience different minimum and maximum delays, 
depending on the stationary and handover situations. The minimum delay (~95 ms) is 
experienced when the MN is stationary at AP2, as the packets are routed directly from 
the crossover node to the AP2; the maximum delay is experienced for the triangulated 
packets, which are sent to AP2 triangulated via AP1 (~130 ms for symmetric test / 
~170 ms for asymmetric test). 

 

Fig. 6. Loss ratio as a result of Drops, Late and Out-of-Order packets 
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Fig. 7. One-way packet delay (minimum, average and maximum values) 

The conservative mechanism is able to solve the out-of-order packets phenomena, 
for both symmetric and asymmetric links. However, the mechanism is not optimal,  as 
it greatly increases the maximum delay of the involved packets (~200 ms for symmet-
ric test / ~240 ms for the asymmetric case). 

The symmetric mechanism solves this problem, but only if the links are symmet-
ric. In these conditions, no out-of-order packets occur, and the maximum delay is 
similar to the one experienced in the base direct mechanism (~130 ms). With asym-
metric links, even though the maximum delay is not increased (~170 ms), a small 
number of out-of-order packets is experienced, being this value related to the sum of 
the delay asymmetries of the involved links, as defined by eq.20. 

Finally, the asymmetric mechanism solves this last problem, for any combination 
of asymmetric links. In these conditions, no out-of-order packets occur, and the 
maximum delay is similar to the one experienced in the base direct mechanism (~130 
ms for symmetric test / ~170 ms for asymmetric test). 

5.3   Buffer Utilization, Control Load and Data Load Results 

Fig. 8, Fig. 9 and Fig. 10 show the buffer utilization, the signalling load and the data 
load for all studied alternatives, for both symmetric and asymmetric links. The buffer 
graph shows the average number of queued packets at the crossover node per handover; 
the control load shows the average number of forwarded control packets per handover, 
for all the used control packets (Update, Buffer and Flush messages); lastly, data load 
shows the ratio of data packets that are locally triangulated between the two APs. 

Regarding the regular direct mechanism, the buffer queues are not used, as no 
packets are delayed at the crossover node. On the other hand, by only using a single 
Update message, it has the lowest control load requirements from all the alternatives. 
Finally, the data packets subject to triangulation for a certain time period, ending 
when the Update message reaches the crossover node. 

The conservative mechanism requires the largest buffers at the crossover, which 
fully corresponds to the maximum delay studied in Fig. 7, needed to hold all the 
packets during the de-triangulation procedure. Additionally, by propagating its Flush 
Message through the whole triangle, this scheme has higher control load requirements 
than the previous case. However, it stops the triangulation effect at the same time as 
the direct case, by buffering the data packets at the crossover node; thus it has an 
equal data load as the previous case. 
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Fig. 8. Average Buffer size per Handover 

 

Fig. 9. Average Control load per handover 

 

Fig. 10. Ratio of triangulated data packets 

By imposing a much lower maximum delay, the symmetric mechanism requires a 
corresponding lower amount of buffer space at the crossover node. Additionally, the 
Flush message is simplified, which results in lower control load requirements. Again, 
the symmetric mechanism has a similar data load requirements than the base case, for 
the same reasons explained previously. 
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Finally, the asymmetric mechanism has the same low buffer usage for symmetric 
cases as the previous mechanism; however, it now correctly handles the asymmetric 
cases as well, by buffering the data packets for the necessary time. The downside of 
these capabilities is an increased control and data load of all the studied mechanisms. 
The former is related to the usage of additional messages to probe the delay differ-
ences; the latter is related to the maintenance of the triangulation effect for an addi-
tional small time period, in order to wait for the delay differences’s measurements. 
However, it should be noted that all these control and data messages are always 
limited to the wired part of the network; thus, these mechanisms have the same 
efficiency as the base case regarding the usage of the limited wireless resources. 

6   Conclusions 

While the original MIP protocol keeps the proposed triangulation effect at all times, 
newer macro and micro mobility protocols solve the problem of average long delays, 
but suffer from a de-triangulation problem, where out-of-order packets are experi-
enced at each de-triangulation event. 

In this paper, we have identified the problem of de-triangulation, introduced a new 
analytical framework, and then used the framework to study the problem and to 
propose three increasingly complex de-triangulation schemes that feature different 
assumptions, results and signalling requirements. 

The conservative approach guarantees packet ordering, but increases the maximum 
delay of the involved de-triangulation data packets; the symmetric approach maintains 
packet ordering without increasing the maximum delay, for any combination of link 
delays, but only if these are symmetric; the asymmetric approach guarantees packet 
ordering without maximum delay increases, for any combination of asymmetric link 
delays. 

The proposed algorithm’s efficiency is evaluated using both analytic and NS2 
simulation studies which measured the packet losses, packet delay, handover latency 
and control/data load; besides the ordering and delay results already mentioned, it was 
found that the buffer requirements are directly co-related to the maximum delay 
increase, and that the most complex mechanisms have increasing control load re-
quirements, which are nonetheless limited to the wired part of the network. 

All these generic algorithms can be easily applied to all mobility protocols that 
feature a de-triangulation component. An initial state-of-the-art review of this area 
showed that this can include, at least, the eTIMIP-RO [2], fMIP [3], MIPv4-RO [6], 
MIPv6-RO [8], BCMP [4], MEHROM [5] and the MIP-SB [15] protocols. 
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Analysis of Hierarchical Paging
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Abstract. In this paper a new location management algorithm called
Hierarchical Paging is introduced. A mathematical model for the pro-
posed scheme is also presented, which makes it possible to compare it to
other solutions and to examine how various parameters affect its perfor-
mance. It is shown that our solution can be more efficient than traditional
paging.

1 Introduction

Over the past few years there has been extreme growth in wireless communi-
cations. There is a fierce competition among service providers, and efficiency is
very important factor in this competition.

Any mobility protocol has to solve two separate problems: location manage-
ment (sometimes called reachability) and session continuity (sometimes referred
to as handover management). Location management means keeping track of the
positions of the mobile nodes in the mobile network, session continuity means
to make it possible for the mobile node to continue its sessions (e.g. phone calls)
when the mobile node moves to another cell and changes its service access point.

Location management has to address the following questions[2]:

– When should the mobile terminal update its location to the network?
– When a call arrives, how should the exact location of the called mobile

equipment be determined?
– How should user location information be stored and disseminated throughout

the network?

These problems are solved in two stages: location registration (or update or
tracking) and call delivery (or searching)[1].

Because of the growth of mobile communications and the limitations of re-
sources (especially frequency), more and more efficient algorithms are needed for
routing, call management and location management.

In this paper we present a new efficient location management algorithm.
This paper is structured as follows:
After defining our terminology, explaining the principles of hierarchical loca-

tion management and paging, related work in the field is presented in Section 3.
Then, in Section 4.1, our proposed solution, hierarchical paging is introduced.
Section 5 presents our mathematical model for the mobile network, the mobil-
ity model, the cost model, and the model of the mechanisms of our location
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management algorithm. Section 6 presents the comparative analysis of the pro-
posed solution, the effect of changes in various parameters is examined in detail.
Finally, in Section 7 the conclusions are drawn.

2 Terminology

The node that is moving around in the mobile network is called mobile node or
mobile equipment. Mobile nodes are connected to the network via base stations,
each of the base stations covers one cell.

The event, when the mobile equipment moves to a new base station (changes
its point of connection) is called handover or handoff.

In a mobile network the terms location and position usually do not mean
geographical position, but they refer the location of the mobile node within the
network, the service access point (base station) it is connected to at a specific
moment of time.

2.1 Hierarchical Mobility Management

The area where mobility is provided can vary widely from network to network.
A satellite-based system may cover a whole continent (or even a whole planet),
while a small-scale, targeted mobile network may cover only a building or a part
of a building.

Even if the covered area is not too large, mobility management is often handled
in a hierarchical way for efficiency and scalability reasons[1]. The area that is
covered is divided into smaller areas, the whole network is divided into sub-
networks. The point here is that all mobility within a subnetwork can be handled
within the boundaries of that subnetwork in a completely transparent way for
the other parts of the network. The subnetwork then can be again divided into
sub-subnetworks. A solution that is not hierarchical is called flat, or single-layer.

A hierarchical solution can be more efficient than a flat one by using less
resources for mobility management. And at the same time, hierarchical solutions
usually scale much better with the size of the network and the number of mobile
nodes than flat ones.

2.2 Paging

It is possible to define a single-layer scheme where the location of the mobile node
is not always known to the network. In a paging-enabled network the mobile node
can switch to idle state (sometimes referred to as standby state).

The advantage of this scheme is that in idle mode, the mobile node does not
have to notify the network every time a handover takes place. Fewer location
update messages imply smaller signalling load on the network, and longer battery
life for the mobile node.

On the other hand, if the exact location is not known, then the mobile node
has to be found in some way, in case it has to be contacted (for example an
incoming call or packet arrives), this is called paging.

There are various strategies for paging, for references see Section 3.
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3 Related Work

The paper[1] of Akyldiz et al. is a good general survey on various existing and
proposed mobility management algorithms.

Several solutions exist to both location management and handover manage-
ment in mobile networks. For some IP (Internet Protocol) based solutions see
[2,3,4,5].

Several studies have addressed paging, various paging methods are presented,
usually addressing cost minimizations. Almost all of these papers focus on the
paging algorithm itself, but the paging is always just at a single (usually the
bottom) level (flat). Ramjee et al. examine and compare three different paging
architectures and protocols, all flat[11]. Hajek, Mitzel and Yang show algorithms
to optimize registration and paging together. They examine serial and parallel
paging, but both of them are ”flat”.

In their paper[10], Woo et al. optimize location management for a special
types of networks, namely Two-Way Messaging networks, using flat paging.

Usually, paging is used at the bottom level of a hierarchical mobility man-
agement solution. A real-life example where paging is used is the GSM network
architecture [8,9].

4 Hierarchical Paging

4.1 The Approach

Consider a two-layer mobility network: there is a top layer (or top level) and
a bottom layer (or bottom level). Both of the layers are implemented using a
single-layer paging solution.

4.2 Mechanisms

Consider a network where mobility management is handled in this fashion. The
network is divided into subnetworks, and there is an entity in each subnetwork
that is responsible for the mobility management. This entity is going to be
referred as the root node. It either knows the exact location of the mobile node
within the subnetwork, or it can determine it by using a (single-layer) paging
algorithm.

When an incoming call or packet arrives destined to the mobile node, the
old root node is contacted first, because top level mobility management still
“thinks” that the mobile node is in the old subnetwork. But the old root node
knows that the mobile node is not there, so a top level paging takes place. This
top level paging means that the gateway of the network (or the top-level root
node) “pages” all the (bottom level) root nodes of the subnetworks, and the
root node of the new subnetwork is going to give a positive reply. This top level
paging still requires much less signalling than a single layer paging over the whole
network would, so it is much more efficient.
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The spot, where hierarchical paging is less efficient than single-layer paging
is when the mobile node crosses a subnetwork boundary. In that case signalling
traffic (location update messages) is generated in case of hierarchical paging, but
no messages are sent at all if flat paging is used.

Although hierarchical paging might be much more efficient than single-level
paging in certain situations, its scalability might be a problem. If some smart
paging algorithm is used at the top-level, this solution might become feasible.
To decide wether it is profitable to use hierarchical paging instead of single layer
paging various parameters such as mobility intensity, incoming call intensity,
various signalling and processing costs have to be taken into account.

We know of no proposal or implementation of this scheme.

5 Analytical Model

In this Section our model is presented for a mobility network, where two-level
Hierarchical Paging mobility management algorithm is used. The levels are going
to be references as top (or upper) level and bottom (or lower) level.

5.1 Network Model

This section describes the network model of a two-layer Hierarchical Paging
mobility network. The whole network consists of L cells. The network is divided
into k subnetworks, each containing L/k cells. In this case each subnetwork
contains L/k cells. Note that this is as approximation, as k might not be a
divisor of L.

A handover between two cells of the same subnetwork is called intra-subnetwork
handover, and a handover between the cells of two neighboring subnetworks is
called inter-subnetwork handover.

5.2 Mobility Model

The mobility model that is going to be used for our analysis is very similar to
the model used in [10].

A mobile node moves to another cell with a constant rate. This is modelled as
a Poisson process as in [6,7]. Let λ denote the parameter of the Poisson process
and so denote the rate of handovers of the mobile node.

If the cell that the mobile node is staying in has n neighboring cells, then the
mobile node is moving to each one of then with a probability of 1/n.

We assume that voice calls also arrive following a Poisson process. The rate
of the call arrival process is denoted by µ.

At any given time a handover takes place before a call is received with a
probability of λ/(λ+µ) and a call is received before a handover takes place with
a probability of µ/(λ + µ).

There is one more parameter that has to be defined before our model for Hier-
archical Paging can be introduced. If the network is divided into k subnetworks
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as described in Subsection 5.1, and a handover takes place, the probability that
it is an inter-subnetwork handover is 1/

√
(L/k) =

√
(k/L). It is a good esti-

mate because if the subnetworks are built up of L/k cells, than about one out
of

√
(L/k) cell-borders is a border between different subnetworks.

5.3 Markov-Model

States. One specific mobile node in a mobility network that uses Hierarchical
Paging can be modelled using a discrete-time Markov-chain. The Markov-chain
has four states: P0, P1, P2 and P3. The meaning of the states is the following
(for reference see Section 4.2):

– P0: At the top-level it is known which subnetwork the mobile node is cur-
rently staying in, and at the bottom level it is known which cell the mobile
node is currently staying in. In other words the exact location of the mobile
node is currently known.

– P1: At the top-level it is known which subnetwork the mobile node is cur-
rently staying in, but it is not known which cell the mobile node is in. In
other words the top-level mobility management has subnetwork-level loca-
tion information.

– P2: The subnetwork, which the mobile node is staying in is not known at the
top level, but (at the bottom level) the root node of the subnetwork knows
the cell, which the mobile node is staying in.

– P3: The subnetwork which the mobile node is staying in is not known at the
top level, and the cell that the mobile node is staying in is not known at the
bottom level. In other words, the only information the network has is that
the root node of the subnetwork that the mobile node is staying is knows
that the mobile is in that specific subnetwork.

Whenever there is a handover or an incoming call, there is a transition in the
Markov-chain. Let p denote the probability that the next event is a handover
and not a received call. According to the considerations in Subsection 5.2:

p =
λ

λ + µ
(1)

p is a parameter of our model, we have no way of affecting it by repartitioning
the subnetwork or by changing the mobility management in any other way.
This parameter is sometimes referred to as “mobility ratio” or “call-to-mobility
ratio”[6].

Transition Probabilities. Let’s start from P0; the exact position of the mobile
is known. While there are no handovers just incoming calls, the position remains
known, thus the states remains P0. If there is a handover (with the probability
of p) is is an inter-subnetwork handover (going to P2) with the probability of√

(k/L), and is an intra-subnetwork handover (to state P1) with a probability
of 1 −

√
(k/L). Figure 1 shows the probabilities of all the possible transitions
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(on the left of the vertical separator “pipe”). On the right of the separator there
are costs that are going to be introduced in the next Subsection. Generally, we
move to P2 with a probability of p(

√
(k/L)), which means that no matter what

kind of position information the network had before; after an inter-subnetwork
handover the top-level will have no exact position information, and the bottom-
level will (the mobile node sends the location update message from a cell, and
the bottom-level will know this cell, so it will have exact location information
until the mobile node moves away.

Costs. The costs of the various mechanisms are defined in this section. These
costs are of course not absolute costs, but relative ones that are used for compari-
son of different solutions or the same solution with different values of parameters.

In a hierarchical paging scheme an intra-subnetwork handover has a cost of
zero. No location update messages are sent, no databases are updated, no entity
is notified.

In case of an inter-subnetwork handover, the root nodes of the old and new
subnetworks have to be notified about the handover, thus a constant cost of 2
will be assigned to this process.

The cost of receiving an incoming call of packet is made up of the cost of
determining the exact location of the mobile node and the cost of receiving the
call itself. We have no way of affecting the cost of receiving the call, and it is
always there, so we will only consider the cost of determining the exact location
of the mobile node.

The cost of determining the location depends on what kind of location infor-
mation the network had when the call (or packet) arrived. Note that when the
exact position is determined, these are transitions to P0. If we have exact loca-
tion information an all levels, then the cost is zero (loop from P0 to P0). When
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Fig. 1. Hierarchical paging Markov-model transition probabilities and costs
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the subnetwork is known, but not the exact cell, a subnetwork-wide paging has
to be carried out (from P1 to P0), which involves L/k cells, thus a cost of L/k
is assigned. When the cell within the subnetwork is know, but the subnetwork
is not (form P2) a top-level paging takes place, k subnetworks are involved, thus
a cost of k is assigned. It neither the subnetwork nor the exact cell within the
subnetwork is known, then both top-level and bottom-level paging operations
are carried out, thus the cost is k + L/k.

Figure 1 shows all the probabilities and non-zero costs of both handovers
and the determination of exact locations. The cost is always on the right of the
“pipe”.

Stable State. As the Markov-chain is finite, aperiodic and irreducible, it is
stable. The stable state can be computed easily:

P0 = 1 − p

P1 = −
−p +

√
k
Lp + p2 −

√
k
Lp2

1 − p +
√

k
Lp

P2 =

√
k

L
p

P3 = −
(−1 +

√
k
L )

√
k
Lp2

1 − p +
√

k
Lp

where P0...P3 denotes the probability of being in state P0...P3 in the stable state
of the Markov-chain.

Average Cost of an Event. Events in our model are handovers and incoming
calls. As explained in Section 5.3, we have no way to affect what events occur
and when, it is an input parameter. So, the average cost of an event describes
how efficient out solution is. The cost of an average event can be determined
using the probabilities of the stable state and the costs of transitions. It is a
rather complicated, but closed form solution.

6 Analysis

6.1 The Effect of k

What might be the most interesting for us, is the effect of parameter k on the
cost. This parameter denotes how many subnetworks our network is divided to,
see Section 5.1.

The total number of cells (L) was fixed to 1000, and the mobility ratio (p) was
set to 0.9. Figure 2 shows a plot of the average cost of an event as a function of k.

The values of k above 500 do not make too much sense as subnetworks with
only one cell start to appear in the network. It can be read from Figure 2 that
there is an optimal number of subnetworks (somewhere around 25-35).
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Fig. 2. Cost as a function of the no. of subnetworks, all other parameters are fixed

6.2 Flat vs. Hierarchical Paging

Using the network and mobility models introduced in the previous sections, we
can construct a similar markov-model for the single-layer paging solution, see
Figure 3. This is a simple, two-state markov-chain, it is easy to see that the
average cost of an event in this case is

Costflat(L, p) = p(1 − p)L. (2)

10

p1 p

Lp1

p

Fig. 3. Markov-model with costs for single-layer paging

Now let’s fix the parameters to the same values as when we examined the effect
of k on the performance of hierarchical paging. If L = 1000 and p = 0.9, then
the average cost of an event is 90. Figure 2 clearly shows that the performance
of hierarchical paging is much better than that of single-layer paging for almost
all the k values.

6.3 The Effect of L

To see how the cost vs. k plot (Figure 2) is affected by the size of the network,
a 3D plot can be used. The same plot can be made for L = 200 . . .1000. This is
depicted in Figure 4. At L = 1000 (far back) it is the same as Figure 2.

6.4 The Effect of p

Up to now the mobility ratio (see Section 5.3 was fixed to 0.9, which means that
there is one incoming call per ten events on average. We can also examine what
happens if the mobility ratio changes. Figure 5 shows how the cost is affected
by changes in p, when L is fixed to 1000.
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Fig. 4. Cost as a function of the no. of subnetworks and the no. of cells
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Fig. 5. Cost as a function of the mobility ratio and the no. of cells

7 Conclusions and Future Work

In this paper a novel mobility management approach has been introduced. An
analytical model was presented. It has been shown that hierarchicalpaging is more
efficient than simple non-hierarchical paging in the sense of signalling overload.

Hierarchical paging has several parameters to tune, the most important is the
number of subnetworks a network is divided into (denoted by k). To minimize the
signalling overload an optimal k can be used, which optimum of course depends
on various parameters of the network.

Future work shall include the use of more sophisticated mobility models, and
further examination of multi-layer hierarchical paging solutions.
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Abstract. The performance of TFRC algorithm is low in the unreliable and dy-
namic wireless environment. In particular, the packet loss used in TFRC can be 
caused either by the wireless error or congestion in wireless networks. Based on 
the analysis of loss differentiate algorithms such as Biaz and ZigZag, we propose 
the WLD algorithm aiming to differentiate more precisely between the wireless 
error and congestion loss. The simulation results show WLD algorithm improves 
remarkably the throughput of streaming in wireless networks, thus improves the 
performance of congestion control algorithm such as TFRC for media streaming 
in wireless networks. 

1   Introduction 

Research in the field of multimedia communication for applications, like Video on 
Demand, real-time video and Internet live broadcast has been ongoing for years. Rate 
control is primarily necessary for multimedia communication applications to deal with 
the diverse and constantly changing conditions of the Internet. Several congestion 
control protocols [2], [3], [11], typically taking the form of rate-based congestion 
control (rate control) protocols, tailored to the rate acceleration and variability re-
quirements of media applications have been developed while handling competing TCP 
flows in a fair manner. Without congestion control, non-TCP traffic can cause starva-
tion or even congestion collapse to the dominant TCP traffic, if both types of traffic 
compete for resources at a congested FIFO queue [1]. A representative example of the 
TCP-friendly congestion control protocols is the TCP-Friendly Rate Control (TFRC) 
protocol [2]. TFRC is an equation-based congestion control mechanism that uses the 
TCP throughput function presented in [4] to calculate the actual available rate for a 
media stream. Previous work [5], [6] on TCP-friendly congestion control protocols that 
TFRC offer better performance than other TCP-friendly congestion control protocols.  

However, the performance of TFRC is very low in wireless networks and MANET, 
where the network is far more unreliable and dynamic than wired networks. TFRC 
relies on the recent history of loss event intervals to estimate the current loss event 
interval, equivalently the loss rate, using a weighted average equation. However, the 
estimation in predicting loss event interval may not be accurate, due to a number of 
reasons: 1) highly varying packet losses due to the dynamic wireless link bandwidth; 
and 2) loss process shows little autocorrelation in wireless network and MANET. The 
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loss event intervals should possess significant auto-correlation in order for TFRC to 
have an accurate prediction; otherwise it is impossible to do so no matter how the 
weights are chosen; the most important reason 3) some packet losses are not caused by 
congestion but wireless-medium or hand over disruption. Therefore, the throughput of 
TFRC algorithm is often much lower than the bandwidth that wireless networks  
provide [15]. 

Recently, rate control algorithms for media streaming like TFRC have been ex-
tended for better performance in wireless environments. There have been two classes of 
solutions: cross-layer and end-to-end. Cross-layer approaches typically determine a IP 
packet loss caused by wireless loss based on the information provided by the link layer, 
and then retransmission the error frame if necessary, thus hide end hosts from packet 
loss caused by wireless channel error [17]. These cross-layer approaches requires 
modifications to the network infrastructure, thus end-to-end solutions are the preferred 
choice.   

MULTFRC [13] has been proposed to create multiple simultaneous TFRC connec-
tions on the same path when a single connection cannot fully utilize the bandwidth. It is 
an end-to-end approach and requires no modifications to the Internet infrastructure. On 
the other hand, MULTFRC requires more resource to manage multiple connections. 
The sender must also split the data across multiple connections and the receiver must 
then reassemble the data chunks. This adds overhead to the scheme [18]. 

Cen et al. [9] have added an end-to-end different loss discrimination (LDA) algo-
rithm to TFRC to improve its efficiency in presence of wireless errors. In the original 
TFRC throughput equation at end host, packet loss event rate includes both congestion 
and wireless loss as TFRC does not distinguish between them. Lack of loss discrimi-
nation makes the performance of TFRC drop sharply when wireless error is frequent. 
LDA is to discriminate wireless errors from congestion losses at end hosts. If the loss is 
induced by wireless errors, it is discounted in the calculation of packet loss event rate 
by LDA. TFRC equipped with the LDA operates exactly the same way as the original 
TFRC mechanism. 

Paper [9] evaluated LDA algorithms such as Biaz [7],Spike [8] and the new pro-
posed LDA called ZigZag under some various situations. The authors also proposed a 
hybrid LDA algorithm which is much more complex one. Spike uses relative one-way 
trip times (ROTT). If ROTT is close to minimum ROTT, the bottleneck is unlikely to be 
congested, on the contrary, if ROTT is close to maximum ROTT, the path is heavily 
loaded and congestion is about to occur. ZigZag uses ROTT as a function of loss count 
while Biaz uses packet inter-arrival times. They will be introduced in detail in section 2.  

The video transport protocol (VTP) [14] uses an Achieved Rate estimation scheme 
to avoid drastic rate fluctuations. In the mean time VTP is equipped also with a variant 
of Spike to distinguish between congestion loss and error. 

The end-to-end solutions usually provide end hosts the ability to differentiate be-
tween packet loss caused by congestion and that caused by wireless error. The disad-
vantage of end-to-end statistics-based approaches is that congestion detection schemes 
based on statistics are not sufficiently accurate, thus the performance of TFRC in 
wireless network is still not satisfied. 

In this paper, we will propose a hybrid but simple LDA algorithm called WLD 
(wireless loss detection) algorithm for TFRC in wireless environments, which is aiming 
to differentiate more precisely between the wireless error and congestion loss. The 
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simulation results show WLD algorithm improves remarkably the throughput of 
streaming in wireless networks, thus improves the performance of congestion control 
algorithm for media streaming in wireless networks.  

The rest of this paper is organized as follows. Firstly we briefly take look at the re-
lated basic algorithms, and then we present our proposed WLD algorithm in section 2. 
Section 3 reports the simulation results and analysis. We conclude the paper in section 4.  

2   Wireless Loss Detection Algorithms 

In this section, we introduce the related basic algorithms Biaz and ZigZag first, and 
then present our WLD algorithms. 

2.1   Biaz Algorithm 

The Biaz algorithm uses packet inter-arrival time to distinguish congestion losses from 
wireless corruption losses. Let Tmin denote minimum inter-arrival time observed so far 
by the receiver. Let Po denote an out of order packet received by the receiver. Let Pi 
denote last in-sequence packet received before Po. Let Ti denote the time between 
arrival of packets Po and Pi. Let n denote the number of packets missing between Pi and 
Po (assuming that all packets are of the same size). If (n+1)Tmin <= Ti < (n+2)Tmin, then 
n missing packets are lost due to wireless transmission errors. Otherwise, the n missing 
packets are assumed to be lost due to congestion. 

Biaz assumes the last hop to the receiver is a wireless link but also is the bottleneck 
of the connection, and then the packets tend to queue up at the base station. Therefore, 
most of the packets are sent back to back on the wireless link. The Biaz algorithm 
works well when the wireless bottleneck link is not shared. 

Congestion loss Wireless error Congestion loss 

0 n+1 n+2 Ti/Tmin  

Fig. 1. Biaz Scheme 

2.2   ZigZag Algorithm  

Both Spike and ZigZag use the Relative One-way Trip Time (ROTT) to measure the 
time a packet takes to travel from the sender to the receiver, and to distinguish the 
packet losses. ZigZag classifies losses as wireless based on the number of losses, and 
on the difference d= rotti -rottmean. rotti is the rott of ith packet while rottmean is the 
calculated by equation (1). 

As shown in figure 2, the ZigZag classifies losses with the following criteria: 
If ((n=1 & d<-rottdev ) or (n=2 & d<-rottdev/2) or (n=3 & d<0) or (n>3 & 

d<rottdev/2)), then the packet loss is classified as wireless error, else the packet loss is a 
congestion loss.  
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The calculation of rottmean and rottdev is as follows, where 32/1=α : 

imeanmean rottrottrott **)1( αα +−=  (1) 

meanidevdev rottrottrottrott −+−= *2*)21( αα  (2) 

 
Fig. 2. ZigZag Scheme 

As one packet loss is the most common loss pattern in a wired network, and con-
gestion loss usually comes with higher delay, the threshold of rott > rottmean - rottdev 

intuitively would classify most of the congestion loss correctly. The reasoning behind 
increasing the threshold with the number of losses encountered is that a more severe 
loss is associated with higher congestion, and with higher ROTT. This way, a loss event 
containing 4 or more packets is more likely to be classified as wireless loss, as wireless 
losses often display bursts of correlated errors. 

2.3   WLD 

From the experiments done in [9], Biaz works ideal when wireless link is the last link 
with the lowest bandwidth and it is not shared with other flows. The higher the upper 
limit of Ti, the more likely a loss will be classified as a wireless loss, i.e., the scheme 
trades off higher accuracy for classifying wireless loss but lower accuracy for conges-
tion loss. The high congestion loss observed with the Biaz scheme indicates that the 
window is probably too large. The authors then suggest modified Biaz with 

minimin )2.1()1( TnTTn +<≤+  provides a good tradeoff between low congestion 

loss misclassification and high throughput when competing with other traffic in the 
wireless last hop topology. When the bottleneck link bandwidth is shared by a large 
number of flows in wireless last hop topology, ZigZag performs well and stable while 
the original Biaz and Spike schemes both have an unacceptably high misclassification 
rate of congestion loss.   

We conclude that none of the base algorithms performs consistently well in the face 
of competition from other flows in wireless last hop topology. We would combine the 
advantage of the ZigZag and that of Biaz into one algorithm called WLD algorithm. 
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Now we present the description of WLD. The average packet inter-arrival time Tavg 
of two sequential packets is computed by equation (3).  

_ 1 _(1 )* *avg i avg i iT T T /nβ β+ = − +  (3)

Where Ti is the instantaneous inter-arrival time; n is the number of packets that between 
the arrived packets. We set 0.2β =  during the simulations. 

When the lowest bandwidth link is shared by N flows (N>>1), the average packet 
inter-arrival time would be much greater than Tmin, where Tmin is the minimum in-
ter-arrival time. If the slowest link is shared with a small number of flows, or when 
some sequential packets in the competitive queue belong to the same flow, then Tavg 
should be close Tmin. We apply modified Biaz algorithm when Tavg is close to Tmin. 
Otherwise, we apply the ZiZag which performs relatively stable in all cases. We de-
scribe the WLD algorithm in Table 1. 

Table 1. Description of WLD 
 
 
 
 
 
 
 
 
 
 
 
 
 

3   Experiments and Analysis 

3.1   Configuration of Experiments 

In this paper, we consider only the scenario where the sender is on the wired network 
and the receiver is connected via the wireless link, which is true often in WLAN and 
cellular environments. 

We use ns-2 [12] for our simulation and performance analysis of our proposed al-
gorithm. The simulation topology used in the experiments is depicted in figure 3 as the 
WLH (wireless last hop) topology in [9], In the simulation topology senders of flows 
are on the left side and the sender of flow i denoted by Si, while receivers are on the 
right side and the receiver of flow i denoted by Ki. N streams compete for the bandwidth 
of the bottle neck between router R1 and router R2, which is with the bandwidth of 
130*N Kbps and delay of 20ms. The last links to receivers are wireless links with 
bandwidth of 150Kps and delay of 10ms. We apply the error model for CDMA chan-
nels [10] for the wireless link to simulate the wireless error. The packet size was used in 
the simulation is 762 bytes as the specified packet sizes in the CDMA-2000. 

If (0.95<（ min/ TT avg ）<1.3) { 

If minimin )2.1()1( TnTTn +<≤+    wireless error 

Else     congestion loss 
} 
Else { 

If ((n=1 & devrottd −<
) or (n=2 & 

2/devrottd −<
) or (n=3 & 

d<0) or (n>3 & d<
2/devrott

))             wireless error 
Else      congestion loss 

} 
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Fig. 3. Simulation Topology 

We use the same parameters and random seeds for the compared algorithms. With 
different random seeds, the same sets of experiments were repeated more than 10 times 
and results were averaged. 

To evaluate the performance of the congestion control algorithms with LDAs, we should 
compare the metrics of throughput, intra protocol and TCP friendliness, the smoothness and 
so on. The most important measure is the throughput. As long as the algorithm is opportu-
nistically friendly to TCP, the higher throughput, the better performance of the algorithm is. 
We adopt the notion of opportunistic friendliness defined in [16]. A new protocol NP is said 
to be opportunistically friendly to TCP if TCP flows coexisting with NP obtain no less 
throughput than what they would achieve if all flows were TCP. 

3.2   Experiments Results and Analysis  

We denote the TFRC in wireless network equipped with wireless loss detection algo-
rithm as TFRC_WLD.  In this section, we will compare TFRC_WLD algorithm not 
only to TCP in figure 4 and the original TFRC in figure 5, but also some LDAs such as 
Biaz,Spike and Zigzag algorithm in figure 6 for wireless network. 

 

Fig. 4. Comparison of the average throughput and friendliness between TFRC_WLD and TCP (4 
flows for each algorithm, wireless error rate =0.1) 
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Fig. 5. Comparison of throughput between TFRC_WLD and TFRC flows (wireless error  
rate =0.1) 

 

Fig. 6. Comparison of throughput between TFRC_WLD and other LDAs flows (wireless error 
rate =0.1) 

From the experimental results presented above, we conclude the performance of 
TFRC_WLD algorithm as follows: 

1. Good throughput: TFRC_WLD makes good use of the bandwidth in wireless 
environments.  

2. Opportunistic friendliness to TCP and intra protocol friendliness: Each 
TFRC_WLD flow occupies no more than its bandwidth share in the bottleneck; 
therefore TFRC_WLD does not steal the bandwidth from TCP. Each flow of 
TFRC_WLD algorithm shares the comparable bandwidth with other TFRC_WLD 
flows under the same condition. 

Indeed, we have evaluated the performance of TFRC_WLD algorithm under various 
levels of wireless error rates. We have got the similar results as that under wireless error 
rate equals 0.1. 
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We also compare the performance of WLD algorithm with ZBS, which is a hybrid 
but more complicate algorithm presented in [9]. ZBS1, ZBS2 and ZBS3 are three forms 
of ZBS with different parameters and schemes.  

 

Fig. 7. Comparison of throughput between TFRC_WLD and ZBS flows (wireless error rate =0.1) 

 

Fig. 8. Comparison of throughput between TFRC_WLD and ZBS flows (wireless error  
rate =0.01) 
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We find the throughput of WLD algorithm is higher than ZBS schemes under con-
ditions both that wireless error rate equals 0.1 and 0.01. 

4   Conclusions and Future Work 

In this paper, we present our proposed WLD algorithm to differentiate the wireless loss 
and congestion loss for TFRC in wireless networks. WLD is an end-to-end algorithm, 
which requires no modification of Internet infrastructure. 

From the experiments results, we draw the conclusion that TFRC_WLD is superior 
to TFRC and other LDAs in terms of its higher throughput in various wireless error 
rates, while keeping the opportunistic friendliness to TCP and the intra protocol 
friendliness. 

We will continue to evaluate TFRC_WLD performance further in more complex 
topologies and real networks as our future work. 
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Abstract. To improve the TCP performance over long delay links, TCP
spoofing has been mainly proposed as a particular solution. Even if it
can reduce the duration of the slow-start, it provides the limited max-
imum throughput of approximately 1 Mbps with the maximum win-
dow size of 64KB. In this paper, we propose a rate control algorithm,
called Rate-Adaptive spoofing(RA-spoofing) that adjusts virtual window
dynamically depending on the number of other TCP connections sharing
the link, thereby fully utilizing the available bandwidth and maximizing
throughput rates. Tightly coupled with RA-spoofing, we also propose a
Segment Aggregation(SA) mechanism to overcome the bandwidth asym-
metry problem. SA is a multiplexing process that a number of TCP seg-
ments are transformed into the corresponding number of IP fragments
directly, based on segment aggregation factor, which results in one true
ACK from the destination. The results of the performance analysis pro-
vide a good evidence to demonstrate the efficiency of our mechanisms
under different assumptions of bandwidth asymmetric ratio and error
rate.

Keywords: Rate-Adaptive TCP Spoofing, Segment Aggregation, Asym-
metry Long Delay Link, TCP, PEP.

1 Introduction

In a next-generation heterogeneous network environment, satellite system will
be an excellent candidate for providing high data-rate Internet access and global
connectivity. This stems from its fundamental characteristics of ubiquitous cov-
erage, broadcasting capability, and bandwidth flexibility. However, the environ-
ment reveals different link characteristics on an end-to-end basis of the
connection path, which may cause a severe degradation of the TCP performance.
To achieve high data throughput, TCP should be optimized to accommodate
two major satellite link characteristics of long propagation delay and bandwidth
asymmetry[1].
� This work was supported in part by MIC, Korea under the ITRC program(C1090-
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Including new versions of TCP and new transport protocols, a large num-
ber of solutions have been extensively proposed. However, most TCP enhance-
ment solutions are impractical for use in the Internet. Because they require
changes to be made in all end or intermediate nodes, so in some cases, violat-
ing scalability and economical goals. As a good trade-off between the technical
model and the business model of satellite Internet, Performance Enhancing
Proxy(PEP)[2] has been introduced. The representative mechanisms used in
PEPs to improve the TCP performance are as follows; To mitigate the effect
of long propagation delay and speed up the slow start phase, TCP spoofing has
been mainly proposed in spite of some drawbacks such as the lack of the end-to-
end semantics[3]; To overcome highly asymmetric bandwidth, some PEPs imple-
ment ACKs filtering and reconstruction so that ACKs are being filtered on the
receiver side not to congest the low-speed link and are reconstructed on the other
side of the link[4]; To alleviate bit error rate, TCP snooping is usually employed
to locally recover the lost segments in response to duplicate ACKs from the
receiver[5].

Among those mechanisms and their variants, TCP spoofing can be considered
as a particular solution to the long Round Trip Time(RTT) problem in a two-
segment satellite environment(e.g., direct broadcast satellite) where the long
delay link is the last hop to the destination. TCP spoofing, however, cannot
solve the problem completely since it provides the limited maximum throughput
of approximately 1 Mbps with the maximum window size of 64KB. This raises a
necessity of a new mechanism for maximizing throughput, which should be based
on TCP spoofing and dynamically adaptive to the available bandwidth of the
link at a safe and fair transmission rate. It should be noted that the mechanism
will be much more effective if the bandwidth asymmetry problem is alleviated
simultaneously. In our two-segment satellite Internet, however, existing ACKs
filtering and reconstruction mechanisms cannot be applied to and then a new
mechanism implemented at PEP is needed.

In this paper, we propose two new PEP mechanisms: Rate-Adaptive spoof-
ing(RA-spoofing) and Segment Aggregation(SA). RA-spoofing is a rate control
process that starts operating after the slow start phase, sets the window size
based on the link bandwidth and RTT, and adjusts it dynamically depending
on the number of other TCP connections sharing the link. Thus, RA-spoofing
solves limited maximum throughput and slow startup speed simultaneously on
the long delay link. SA is a multiplexing and fragmentation process that assem-
bles an appropriate number of TCP segments based on bit error rate into one
IP packet and then divides it into the corresponding number of IP fragments,
thereby reducing the number of ACKs on the uplink to 1 for the whole TCP
segments. It should be noted that TCP throughput is to be maximized when
RA-spoofing and SA are tightly coupled and harmonized.

The remainder of the paper includes Section 2, which presents RA-spoofing
and SA in greater detail. Section 3 outlines the simulation work and analyzes its
results. Finally, Section 4 concludes our works.



Rate-Adaptive TCP Spoofing with Segment Aggregation 125

2 New PEP Mechanisms

Our new PEP mechanisms to improve the TCP performance over asymmetric
long delay links consider a two-segment network model as shown in Figure 1,
where typically the downlink bandwidth is 10 to 1000 times the uplink bandwidth
and the one-way propagation delay is about 250 to 280 ms. In the model, we
assume that a TCP-aware ARQ protocol is used at the link layer between PEP
and the destination. The link layer suppresses duplicate or true ACKs at PEP so
that they do not reach the source. The last ACK for a virtual window, described
in the next subsection, however, is relayed to the source. If the link layer fails to
retransmit the packet, the source will be timeout and retransmit the packet itself.
Note that the two-segment network model requires in practice that new PEP
mechanisms should work with the existing Internet protocols and infrastructures
and be application-independent.

2.1 Rate-Adaptive Spoofing

The long delay link increases the duration of the slow start phase and results in a
decrease in initial performance[3]. To solve the problem, TCP spoofing is usually
used to shield long delay from the source. In TCP spoofing, PEP near the source
sends back ACKs for TCP segments to speed up the sender’s data transmission.
It then suppresses the true ACKs from the destination and takes responsibility
for sending any missing data. Even if TCP spoofing can reduce the duration
of the slow start phase, it cannot solve the negative effect of long delay on the
TCP performance completely. In a loss-free network, it is well known that the
TCP throughput is limited by the formula, Maximum Throughput = Maximum
Window Size / RTT. This means that after the slow start phase a maximum
throughput of about 1 Mbps can be achieved with maximum window size of 64

Suppression

ACKs
Last

End−to−End TCP

Segment AggregationRate−Adaptive Spoofing

TCP Source PEP
Asymmetric

long delay link

TCP Destination

ACKs
Generation

(Duplicate) ACKs

Fig. 1. The Two-Segemnt Network Model with Asymmetric Long Delay Links
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KB and RTT of 520 ms regardless of the available bandwidth[6]. It naturally
raises the necessity of adding a rate control algorithm to TCP spoofing so that
the available bandwidth is fully utilized and the throughput is maximized. Note
that the use of the window scale option violates our fundamental requirement of
the independence of the existing applications.

procedure. SetVirtualWindowSize()
// BTOTAL is the known total bandwidth of the downlink
// BUFSIZ is the amount of traffic in transit measured at PEP
1 Initialize Wvirtual to WDFLT
2 for every ACK received from the destination
3 begin
4 Measure RTT and compute SRTT
5 if ACK is not the last one of a virtual window
6 continue
7 Compute BWavail = BTOTAL - BUFSIZ/SRTT
8 if (BWavail > TDFLT)
9 if (measured RTT ≤ SRTT + mdev)
10 Wvirtual ← Wvirtual+ WDFLT
11 else
12 if (measured RTT > SRTT + mdev)
13 Wvirtual ← Wvirtual/2
14 end

To solve the problem of the limited maximum throughput, we propose a rate
control algorithm coupled with TCP spoofing, called Rate-Adaptive spoofing(RA-
spoofing). RA-spoofing operates immediately after the slow start phase and cal-
culates the available bandwidth, BWavail and a virtual window size, Wvirtual.
The main idea is to dynamically adjust Wvirtual to a multiple of WDFLT depend-
ing on BWavail, where WDFLT is the default window size of 64KB. Let TDFLT
be the default maximum throughput of approximately 1 Mbps. If BWavail is
greater than TDFLT and measured RTT is less than smoothed RTT(SRTT),
Wvirtual is increased by WDFLT additively. If BWavail is less than TDFLT and
measured RTT is greater than smoothed RTT(SRTT), Wvirtual is dropped to
half multiplicatively. In the other cases, Wvirtual remains unchanged. Using the
additive-increase and multiplicative-decrease strategy to adjust Wvirtual enables
RA-spoofing to be fair if multiple competing TCP connections share BWavail,
as in the normal TCP congestion control behavior. Given the known total band-
width of the link, the following procedure determines the size of a virtual window
dynamically and fairly based on measured RTT and total amount of traffic in
transit on the link.

Figure 2 depicts an example of the RA-spoofing operation when the additive
increase is applied to Wvirtual. Assume that the current virtual window is two
times WDFLT. In RA-spoofing, PEP nearby the source sends back a cumulative
ACK for the first window and then the source speeds up and transmits segments
in the second window size of WDFLT. At this time, PEP delays TCP spoofing
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Fig. 2. Example of RA-spoofing Operation When Wvirtual = 2×WDFLT and Additive
Increase Is Applied

for a while until it receives the true ACK for the last segment of the second
maximum window from the destination. As soon as PEP receives the true ACK,
it determines a new value of Wvirtual. It implies the maximum amount of data
the source can send out, without violating the fairness among other competing
TCP connections that share BWavail. At this point, PEP refers to BWavail

and measured RTT of the ACK, decides how much portion of BWavail should
be allocated, and relays the ACK to the source. In this example, Wvirtual is
additively increased in case that BWavail > TDFLT and measured RTT ≤
SRTT + mdev.

2.2 Segment Aggregation

When we try to increase the maximum throughput of a connection using RA-
spoofing, the bandwidth asymmetry problem raises the issue how to reduce the
bandwidth usage of the uplink. Some existing ACKs filtering and reconstruction
schemes, however, are not feasible for our two-segment network model. Thus, we
propose a Segment Aggregation(SA) mechanism implemented at PEP. SA is a
kind of multiplexing process where a number of TCP segments are transformed
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into the corresponding number of IP fragments, which results in one true ACK
from the destination.

Let ka be the normalized asymmetry ratio. Then, we define that ka = �kb/d	,
where kb is the normalized bandwidth ratio as defined in [6] and d is set to 2 for
delayed ACKs. The normalized bandwidth ratio between the downstream and
upstream paths is the ratio of the raw bandwidths divided by the ratio of the
packet sizes used in the two directions. For example, for a 10 Mbps downstream
channel and 64 Kbps upstream channel, the raw bandwidth ratio is about 156.3.
With 1500-byte data packets and 40-byte ACKs, the ratio of the packet sizes
is 37.5. So, kb is 156.3/37.5 ∼= 4.2 and then ka = �4.2/2	 = 3. This normalized
asymmetry ratio, ka, represents that only one ACK should be generated for ka

TCP segments in order to avoid congestion on the uplink. In practice, since we
have to consider relatively high error rate for occasional fades of satellite links,
we introduce a segment aggregation factor, ks, where ks = 1 if BER ≥ 10−6 and
ks = ka otherwise. This means that SA is not performed at relatively high bit
error rate for occasional fades of satellite links.

Given the segment aggregation factor, ks, PEP transforms ks TCP segments
into the corresponding number of IP fragments in sequence directly and trans-
mits them to the destination. The transformation process is similar to the normal
IP fragmentation process. The difference between them is that all TCP headers
of ks segments except the first are removed and then each of them is encapsulated
within an IP fragment separately. Thus, the identification fields of the resulting
ks IP fragments have the same value, their flag fields are set to 1 except that of
the last IP fragment which is set to 0, and their offset fields are appropriately set
to make the concatenation of the resulting ks segments. When the destination
receives ks IP fragments, it performs the reassembly task, creates an IP packet,
and delivers a TCP segment with the size of 1480 + (ks − 1) × 1460 bytes to
the TCP layer, resulting in the generation of one ACK for the aggregated TCP
segment. Note that we use a Go-back-N scheme as a TCP-aware ARQ protocol.
The Go-back-N scheme shows experimentally much better average performance
than the selective-repeat scheme since it can greatly reduce error recovery time
on long delay links at the cost of reasonable waste of the downlink bandwidth.

3 Performance Analysis

The simulations in this paper make use of the OPNET simulator, version 11.5.
The overall architecture of the simulation software follows Figure 1, where the
downlink bandwidth is set to 10 Mbps and RTT to 500 ms. Without any mod-
ification of TCP source and destination protocol stacks(TCP NewReno), all
mechanisms proposed in this paper was implemented at PEP. PEP provides
RA-spoofing, SA, and TCP-aware Go-back-N ARQ mechanisms.

We performs various simulation works under different assumptions of band-
width asymmetric ratio and error rate. Table 1 shows the calculation of kb, ka,
and finally the segment aggregation factor, ks, used in our simulation works.
Since the ratio of packet sizes used in the two directions is 1500/40 = 37.5, the
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Table 1. The calculation of kb, ka and ks

Uplink ks

Bandwidth kb ka BER < 10−6 BER ≥ 10−6

256 Kbps 1.0 1 1 1
128 Kbps 2.1 2 2 1
64 Kbps 4.2 3 3 1
32 Kbps 8.3 5 5 1
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Fig. 3. The effect of each of RA-spoofing and SA when BER = 10−8

uplink bandwidth for TCP to achieve 1 Mbps throughput without congestion
over the uplink should be at least 1/37.5 Mbps = 26.7 Kbps in an ideal case
with no error.

As depicted in Figure 3, TCP NewReno gives the maximum throughput of
about 940 Kbps, regardless of the variation of ka from 1 to 5 when BER = 10−8.
Rather, SA achieves a slightly degraded performance due to the retransmission
of the whole ks IP fragments for one or more lost fragments in case of the
occurrence of intermittent errors.

On the other hand, RA-spoofing achieves about 2.6 Mbps maximum through-
put when ka = 1 since no uplink congestion happens. The performance of RA-
spoofing is, however, dropped to about 1 Mbps when ka = 5 since RA-spoofing
without segment aggregation results in congestion over the uplink. Nevertheless,
this has still higher performance than that of the TCP NewReno. As denoted by
RA+SA in Figure 3, When SA is to be coupled with RA-spoofing, the perfor-
mance of RA+SA is greatly improved to about 3.8 Mbps at ka = 1 and about
1.7 Mbps at ka = 5. It is interesting that the throughput of RA+SA is further
improved at ka = 2 than at ka = 1. This obviously represents that the seg-
ment aggregation feature greatly reduce the usage of the uplink bandwidth and
accelerate the ACK-clocking behavior of the conventional TCP.
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Fig. 4. The effect of each of RA-spoofing and SA when BER = 10−6

Figure 4 also shows the effect of each of RA-spoofing and SA when BER
= 10−6. Though ka varies from 1 to 5, ks is always set to 1, as calculated in
Table 1, which means no segment aggregation function at a high error rate.
When ka = 1, TCP NewReno reveals a poor performance of 0.2 Mbps but SA
raises it to 0.6 Mbps which comes from the Go-back-N ARQ mechanism used
in the link layer. RA and RA-spoofing greatly improve the performance further
even at a high error rate when ka = 1 and ka = 2. Note that RA+SA achieves
a slightly higher performance than that of RA because the segment aggregation
mechanism works occasionally under the random error environment.

Figure 5 summarizes the throughput of RA+SA in a single connection envi-
ronment. When ka = 1, the throughput of RA+SA reaches 5 to 6 times that
of TCP NewReno regardless of various error rates. This mainly owes the RA-
spoofing mechanism. As ka is increased to 2 or 3, SA as well as RA-spoofing
raises its throughput to 3 or 4 times that of TCP NewReno. When ka = 5, its
throughput is improved to 2 or 3 times that of TCP NewReno even in low and
high error rates. Thus, we conclude that the RA+SA mechanism implemented
at PEP could greatly improve the performance of the conventional TCP without
any modifications of the TCP source and destination. Note that the maximum
throughput of RA+SA is limited to approximately 5 Mbps in error free envi-
ronment. This comes from the fact that the upper limit of Wvirtual is set to 10
when the downlink bandwidth is 10 Mbps, the transmission time for Wvirtual

blocks is 64 KB ×Wvirtual/10 Mbps ∼= 524 ms, and then the achievable maxi-
mum throughput of RA+SA is theoretically 64 KB ×Wvirtual/(524 + 500) ms
∼= 5 Mbps.

Figure 6 shows the throughput of RA+SA in an environment that five con-
nections share the downlink of 10 Mbps simultaneously. As ka increases, the per-
formance of TCP NewReno drops sharply in case of no error and BER = 10−8.
When ka = 1 and ka = 2, the throughput of RA+SA reaches 1.7 times that of
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NewReno. Furthermore, when ka = 3 and ka = 5, the throughput of RA+SA
achieves more than 2 times up to 4 times that of NewReno. In case of ka = 5, the
RA+SA throughput reaches 4.2 times that of NewReno when no error occurs
and 2.8 times when BER = 10−8. This implies that the greater performance is
obtained by SA in case of less error, which accelerates RA-spoofing again.
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4 Conclusions

In this paper, we propose the two PEP mechanisms to improve TCP performance
in a two-segment satellite Internet: Rate-Adaptive spoofing(RA-spoofing) and
Segment Aggregation(SA). Both of them are implemented at PEP so that the
backward compatibility of the TCP/IP protocol suits is maintained at the TCP
source and destination. RA-spoofing is proposed to solve the problem that the
maximum throughput of the TCP spoofing is limited to approximately 1 Mbps
due to the maximum window size of 64 KB and RTT of 520 ms regardless of
the available bandwidth. Given the known total bandwidth of the link, RA-
spoofing determines the size of a virtual window dynamically and fairly based
on measured RTT and total amount of traffic in transit on the link. With the
virtual window, PEP can fully utilize the available bandwidth and maximize
the throughput rate. Tightly coupled with RA-spoofing, SA is also proposed
to alleviate the effect of bandwidth asymmetry and then accelerates the ACK-
clocking of the TCP. The performance analysis reveals that the throughput of
RA-spoofing with SA roughly achieves 2 to 4 times that of the conventional TCP
under different assumptions of bandwidth asymmetric ratio and error rate.
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Abstract. This paper analyzes performance of Transmission Control
Protocol (TCP) in multi-hop cellular networks. Multi-hop transmission
shortens communication distance and can make channel quality at each
hop better. However it needs channel resources at every hop for packet
transmission, and thus effective throughput on end-to-end links can be
decreased. Related researches have shown that multi-hop transmission
may reduce TCP performance in the systems. However, it may be be-
cause improvement of channel quality derived by multi-hop transmission
has not been considered fairly. We analyze TCP performance with con-
sidering channel quality improvement on a multi-hop system. By sim-
ulation, we derived the throughput gain by multi-hop transmission for
various values of the number of hops. We also have analyzed the gain
according to position of active users in a cell. From the results, we show
that multi-hop transmission can improve TCP performance, especially
for the users near the cell edge. We also show a proper number of hops
that gives maximum TCP performance.

Keywords: TCP, Throughput, Throughput gains, Wireless Multi-Hop
Systems.

1 Introduction

Recently, wireless multi-hop systems are gaining increasing attention for their
coverage extension and capacity enhancement [1, 2]. These systems aim to pro-
vide higher data rates and to improve fairness. These aims can be achieved de-
pending on short communication distance at each hop in multi-hop systems. In
this system, Mobile Stations (MS) can connect to a Base Station (BS) directly or
through stations for relaying. Increasing commercial interests in wireless multi-
hop systems have prompted the IEEE to setup a new task group (802.16j) for
formalizing standards on the Physical (PHY) and the Multiple Access Control
(MAC) layers. Some simple scenarios using multi-hop transmission are shown in
figure 1. This figure contains three possible transmission types: single hop trans-
mission, multi-hop transmission with MSs as relaying stations, and multi-hop
transmission with fixed exclusive relay stations.

The multi-hop cellular system is a kind of communication infrastructure that
is build from combining conventional single hop cellular systems and fixed relay
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Fig. 1. Simple transmission scenarios on a multi-hop system

stations [3]. The idea of multi-hop transmission is similar to ad hoc networks.
In these networks, MSs act as the relay station and forward packets between
stations located out of transmission range of each other. In ad hoc networks,
both nodes on end of the end-to-end links are always MSs. However, multi-hop
cellular systems always have a BS as one of these end nodes.

In single hop cellular network has wide area cell coverage, but serves low data
rates, especially near the cell boundary. In multi-hop systems, distance of each
hop shortens, and thus channel states and transmission rates can be improved.
Since each hop in multi-hop systems requires resources for carrying packets, total
resources used on end-to-end multi-hop links can be increased as comparing to
single hop systems.

Users’ demands that connect to the internet through wireless links have been
enlarged. In order to make this connection, methods for stable packet transmis-
sion are required. The Transmission Control Protocol (TCP) is the most typical
one for reliable packet transmission in the internet. Therefore TCP is also the
most potential method in integrated wired-wireless systems. However, conven-
tional TCP have been optimized based on what they are used on wired networks,
and thus TCP assumes that the reason of packet losses is network congestion.
Therefore most researches about TCP have been concentrated on revising their
congestion control algorithm. However, packet losses are frequently occurred
from link failure based on low channel quality in wireless networks, and TCP
cannot care these losses. This problem is more serious in wireless multi-hop
systems, because link failures on a hop may induce the failures of end-to-end
multi-hop links. In order to use TCP in wireless multi-hop systems, we should
to solve this problem. However before looking for solutions, we should to know
about performance of conventional TCP in wireless multi-hop systems.

In order to study on TCP performance over wireless multi-hop systems, several
researchers have been reported [4, 5, 6, 7, 8]. Most of them made conclusions that
TCP has lower performance in multi-hop systems than in single hop systems.
In [4, 5, 6, 7, 8], they showed that TCP throughput decreases to half on 4-hop
links. In addition, movement of high speed MSs reduces TCP throughput in [5].
In [8], they proposed a rate control algorithm and showed the algorithm can
improve TCP performance. These researches concentrated on the MAC and the
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TCP layer solutions. In [4], they revised a routing scheme. A new TCP algorithm
is proposed in [5]. In these researches, TCP performance decreases in multi-hop
systems despite of applying proposed solutions. This is the why they do not
consider effects of improved channel quality in multi-hop systems.

In this paper, we analyze TCP performance with considering channel gain
improvement and show that multi-hop transmission can have higher TCP per-
formance than one on single hop systems at near the cell edge. Error and data
rates on Link Layers (LL) make effects on TCP performance, because these rates
are changed by the number of hops in multi-hop systems. The more number of
hops makes shorter communications distance and better channel quality, so a
data rate at a hop can be increased. However an effective data rate on end-to-
end links can be decreased by using additional resources at each hop. Similarly,
better channel quality induces a lower error rate at a hop, but a higher error
rate at the end-to-end link. We analyze effects of the number of hops on TCP
performance and suggest the numbers of hops can make the maximum TCP
performance. We also produce TCP performance in a wireless multi-hop system
and compare it with the results in a wireless single hop system. We turn out
throughput gain and an error rate for various numbers of maximum using hops
and MSs, and distance between the BS and MS in the LL and TCP layer.

The rest of this paper is organized as follows. In Section 2, we describe some
models for constructing a multi-hop cellular system. In Section 3, we explain
some system models used for simulation. Simulation results of performance are
presented in Section 4. Finally, we summarize our work and derive conclusions
in Section 5.

2 The Wireless Multi-hop Cellular System Model

In this section, we explain implemented models and define parameters for our
wireless multi-hop cellular system. Three models are shown in this section: the
resource allocation model for each hop relationship between LL packets and a
TCP segment, and process of transmission on a hybrid wired and wireless net-
work. The radio resources for hops and users are divided by time dimension such
as a time division multiple access (TDMA) method. The time resource allocation
on single and multi-hop is shown in figure 2. A TCP segment is composed of LL
packets such as figure 3. We assume that there is no overhead for fragmenting
and reassembling of LL packets to a TCP segment.

Figure 4 shows the process that TCP segments are transmitted from a server
on the internet to a target MS connected to the wireless multi-hop cellular
system. The Base Station Controller (BSC) fragments a TCP segment to LL
packets, and then LL packets are sent through the multi-hop system from the
BSC to a target MS. The MS receives these LL packets and recomposes to a TCP
segment. We assume that our system use the conventional packet transmission
method from the server to the BSC. To minimize an effect of packet transmission
on the wired internet, we assume the server connected directly to the BSC using
wired line.
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Fig. 2. Packet transmission in single and multi-hop systems

Fig. 3. The relationship between a TCP segment and LL packets

Fig. 4. The process of transmitting TCP segments in the multi-hop cellular system

We define four performance measures; the error rate, the data rate, a cell
throughput gain, and a user throughput. All measures are defined both on the
LL and TCP layer. An error rate of a kth packet at a jth hop on the LL denotes



Effects of the Number of Hops on TCP Performance 137

ej,k, so we can be represented as Es,LL = e1,k, and the rate at a multi-hop is
represented as

Em,LL = 1 −
J∏

j=1

(1 − ej,k). (1)

An error rate of TCP segments at a single hop is represented as

Es,TCP = 1 −
K∏

k=1

(1 − ej,k) (2)

and the rate at multi-hop is represented as

Em,TCP = 1 −
K∏

k=1

(1 −
J∏

j=1

(1 − ej,k)). (3)

where K denotes the number of LL packets that compose a TCP segment.
To calculate the data rate, we calculate time for data transmission and then

produce data rates. Time for packet transmission at jth hop such as in figure 4,

tj =
D

Rj
(4)

and it is also represented as Tt,s = t1 where Rj denotes a data rate [bps] on
jth hop and D denotes a size of a packet [bits]. Packet transmission time at
end-to-end multi-hop is calculated as

Tt,m =
J∑

j=1

tj (5)

where J means the number of hops for packet transmission to the target MS.
The data rate is calculated by packet size to transmission time. We define that
user throughput is user’s received bits during a unit time. Cell throughput is
defined the sum of user throughput in a cell during a unit time. Throughput
gain is defined by throughput of multi-hop to single hop system ratio.

3 Simulation Model

In this section, we show our simulation models and environments of the system.
We produce performance of TCP Reno on downlink in wireless multi-hop sys-
tems. The system model for performance evaluation is comprised of 19 cells and
MSs distribute uniformly in the cells. We assume that all cells can reuse radio
resources and MSs on a center cell receive interference from BSs on other cells.
We assume that there is no interference within the same cell and thermal noise.
The received signal to interference ratio when the ith packet is retransmitted k
times at the jth hop is calculated as
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(
C

I

)
j

=
LjPj∑B
i=1 LiPi

(6)

where B denotes the number of interfering BSs. Lj means pathloss from the BS
on the center cell to the receiver of the jth hop. Pj denotes transmission power
at the jth hop. Transmission power of the BS is 4 times larger than power of
the MS.

We consider standard propagation models for performance evaluation that
takes into account Rayleigh fast fading, lognormal shadowing, and γth order
free space pathloss. The Shannon’s capacity formula is used in calculation of the
data rate at a hop. U denotes throughput that means the number of received
bits during total transmission time. It is represented as

U =
D

Tt,m
. (7)

The Throughput gain G can be also calculated as the ratio of throughput of
most favorable case to that of the direct link. Therefore it is represented as

G =
Ur

Us
. (8)

A Monte Carlo computer simulation has been developed to evaluate performance
of our multi-hop system. The shadowing variables are generated with the auto-
correlation and the cross correlation, and then we calculate SIR, the data rate,
and the metrics. The simulation collects statistical data on the center cell.

4 Numerical Results

In this section, we show and analyze our simulation results. We produce three
kind of results; the error rate, cell throughput gain, and user throughput. All
results are gathered both on the LL and TCP layer. We present error rates and
the cell throughput gain as the number of hops and distance between the BS
and MS on the LL and TCP layer. In addition we also yield cell throughput gain
and user throughput as the number of MSs and hops on the layers.

The error rate is yielded to show reasons of change of performance. Figure 5
shows the error rate for various values of the transmission hop number and
distance between the BS and MS. As a MS goes away from the BS, regardless
of the number of hops, C/I received by user reduces, but the error rate are
increased. The error rate goes down with increasing the hop number near the
cell edge. In figure 5 the error rate on LL is 0.12 near a cell edge in the single
hop system, but it decreases to 0.01 on 5-hop transmission. The error rate on
TCP layer is higher than the rate on LL, because the error on the LL is enlarged
to the error for a TCP segment. That is, a few errors on the LL induce a large
number of errors on the TCP layer.

Cell throughput gains are throughput improvement by multi-hop transmission.
Figure 6 describes cell throughput gain for various values of the transmission hop
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Fig. 5. LL and TCP error rate as MS locations and the number of hops

Fig. 6. LL and TCP cell throughput gain as MS locations and the number of hops

number and distance between the BS and MS. In center of the cell, LL and TCP
throughput gains in the multi-hop system are less than 1. It means that perfor-
mance of the single hop system is better than the multi-hop system in this region.
In the cell boundary, these gains in the multi-hop system are larger than 1 and im-
proves with increasing hop number. In figure 6 the LL throughput gain is about
1.4 and the TCP throughput gain is about 180. Because we assume that if there
is an error on one of the hops contained to multi-hop link, the multi-hop link get
an error. Therefore a little difference of error rates at a hop enlarges enormously
in total multi-hop links. In figure 6, the LL error rate in the cell boundary has
difference about 0.11, but the TCP error rate has difference about 0.6. Therefore
improvement of the TCP throughput gain is larger than on the LL.

Figure 7 represents the cell throughput gain with various numbers of MSs
that can be used as relay node in the cell. The cell throughput gain multiplies
with increasing number of MSs. The LL cell throughput gain increase from 1.2
to 1.4. Figure 8 shows user throughput with various numbers of MSs. The user
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Fig. 7. LL and TCP cell throughput gain as the number of transmitting hops and
relaying MSs

Fig. 8. LL and TCP user throughput as the number of transmitting hops and relaying
MSs

throughput decreases with increasing number of MSs, because users should to
share same amount of resources.

The results that we obtained in this simulation show that TCP performance
in multi-hop cellular systems can be dramatically enhanced. In the multi-hop
system, we can get 1.4 times improvement on the LL and 160 times improvement
on TCP layer than in the single hop system.

5 Conclusion

This paper analyzes effects of the number of hops on TCP performance in multi-
hop cellular systems. As performance measures, we use three parameters on the
LL and the TCP layers: error rates, throughput, and throughput gains. These
measures are derived as functions of the number of hops, distance between the
BS and MSs, and the number of MSs in a cell.
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The results in our study show that TCP performance of cellular system can
be improved through multi-hop transmission. Our results represent that the
controlled number of hops can maximize throughput performance. The number
of hops for maximum performance differs with location of target MSs. In case of
MSs near the BS, transmission on links consisted of single-hop or fewer numbers
of hops enhances TCP performance. In the other case, MSs at the cell boundary,
higher number of hops makes better TCP throughput gains. This paper also
show that TCP throughput of a cell increases with the number of MSs. It is
because those more efficient routes can be established with a lot more MSs.

The results presented in this paper suggest that careful selection of the num-
ber of hops is required for maximizing TCP performance on wireless multi-hop
networks. The results in this paper can be utilized for planning of wireless multi-
hop cellular networks.
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Abstract. Most of sensor MAC protocols have a fixed duty cycle, which
performs poorly under the dynamic traffic condition observed in event-
driven sensor applications such as surveillance, fire detection, and object-
tracking system. This paper proposes a traffic-aware MAC protocol which
dynamically adjusts the duty cycle adapting to the traffic load. Our adap-
tive scheme operates on a tree topology, and nodes wake up only for the
time measured for the successful transmissions. By adjusting the duty
cycle, it can prevent packet drops and save energy. The simulation re-
sults show that our scheme outperforms a fixed duty cycle scheme [5] and
B-MAC [9], hence, it can achieve high packet fidelity and save energy.

Keywords: adaptive duty cycle, MAC, sensor networks.

1 Introduction

In wireless sensor networks, battery-powered nodes operate in an unattended
manner after their deployment, which mostly concerns the network lifetime. The
network lifetime can be defined in various ways according to different scenarios
and is generally categorized into one of network connectivity, the fraction of
failure nodes, and sensing coverage [7]. To prolong the network lifetime, each
node should take a periodic sleep as long as it can, since the energy consumed in
sleep state is much less than in other states up to three orders of magnitude [6].
S-MAC [5] is a representative of MAC protocols which employs periodic sleep
with a fixed duty cycle. With S-MAC, nodes awake for a fixed listen interval,
and go into sleep for another fixed interval, repeatedly.

In some sensor network applications such as surveillance, fire detection, and
object-tracking system, networks are idle most of the time, but a sudden event
causes a large amount of packets to yield network congestion. In such circum-
stances, MAC protocols which have a fixed duty cycle suffer from data loss
because they are inadaptable to the heavy traffic load. MAC protocols with a
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small fixed duty cycle can save energy with no events, but packets can be dropped
due to queue overflow whenever an event occurs. To reduce the packet drop, the
fixed duty cycle should be increased, but energy is largely wasted for frequent
listening whenever no events occur. Hence, it is desirable to increase duty cycle
to prevent packet drop under heavy traffic, and to decrease duty cycle for nodes
that are unaffected by the traffic or are under the light traffic to save energy.

Recently, MAC protocols with adaptive duty cycle have been studied, such
as PMAC [3], T-MAC [8], and B-MAC [9]. B-MAC is widely used in sensor
networks. It uses a wakeup signal called preamble that lasts during the listen
interval. Before transmitting a packet, a node should wake up all neighbors
using a long preamble. B-MAC causes a big overhead on networks resulting in
low throughput and energy waste. Conceptually, the duty cycle can be adaptive
to the traffic condition, but realistically, it has not been discussed upon.

In this paper, an adaptive MAC protocol is proposed which operates on a
tree topology where packets are only delivered from a child node to the parent
node. In this case, a parent only needs to wake up until all packets from its
children are successfully received. To determine the wakeup duration, each child
node notifies its parent of the number of packets to transmit and then, we use
the Markov chain method [10] which is used to measure the average time for a
successful transmission. Our adaptive MAC protocol prevents packet drops by
increasing duty cycle under heavy traffic, and saves energy by decreasing duty
cycle under light traffic. After presenting our scheme, we conduct simulations
to compare our scheme to a fixed duty cycle scheme [5] and B-MAC [9]. The
simulation results show that our scheme can achieve higher packet fidelity and
consume less energy than other schemes.

2 Proposed Adaptive MAC Protocol

The MAC protocol proposed in this paper adaptively adjusts the duty cycle
of nodes adapting to the traffic load. For our work, several assumptions are
made. First, tree topology is constructed at network initialization using any
protocol such as [12], and each node knows its parent, and child nodes. Second,
all data packets generated by nodes have an equal size, and no data aggregation
is performed. Third, 802.11 DCF is used for channel access control.

2.1 Tree Topology in Sensor Networks

In data gathering networks such as sensor networks, information reported by
each node is collected at the sink node. For easy data gathering and aggregation
in sensor networks, tree topology was proposed in [12]. In tree topology, each
node has an id which is unique in networks and a level which measures the dis-
tance from the root in hop count. The sink node takes the place of the root and
a communication is only allowed between a parent node and its corresponding
child node. Using level, communication in tree can be regulated to avoid collision
and hidden terminal problems between different levels. By assuming superframe



144 S. Bac, D. Kwak, and C. Kim

SF0 SF1 SF2 ...Level 1
SF 3n+1

Level 2
SF 3n+2

Level 3
SF 3n

sink

Level 4
SF 3n+1

SDF LSF

k

Fig. 1. Tree topology and superframe assignment on each level

structure, superframe SFi, i = 3n + (m mod 3), n ∈ {0, 1, 2, . . .} is assigned to
nodes with level m and each node is only allowed to transmit to its parent in the
assigned superframe. Fig 1 shows the tree topology and superframe assignment
on each node. The details on a forming superframe will be explained in 2.3.

2.2 Basic Idea

In tree topology, packets are only delivered from children to parent following
the edges of tree. Hence, a parent called Np only needs to be in the listen state
at time t for the duration k that all packets from children can be successfully
received, where t is decided by the level of Np’s children, and k is determined by
the amount of packets that children want to transmit. To decide t, suppose the
level of Np’s children is m, then t is the start of every superframe assigned to
Np’s children. In this section, we analytically derive the duration k for which Np

should be in the listen state according to the number of packets that its children
have.

Suppose that a parent node Np has c children, N1, N2, . . . , Nc, and a child
Ni has Qi packets in its queue for transmission. Let E[Tpkt] be the average
time between two successful packet transmissions experienced by networks, then
the average total time to successfully receive all packets from children can be
written as E[Tpkt]

∑c
i=1 Qi. Hence, Np needs to be in the listen state for k, which

is defined by

k = E[Tpkt]
c∑

i=1

Qi. (1)

To calculate E[Tpkt], Markov chain model is used. In [10], Bianchi provides an
extremely accurate and analytical model for 802.11 DCF to compute the nor-
malized system throughput S, defined as the fraction of time the channel is used
to successfully transmit a packet, which can be written as

S =
PsPtrE

(1 − Ptr)σ + PtrPsTs + Ptr(1 − Ps)Tc
, (2)
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(see [10] for the definition of each term). Since the packet length E is measured
in time unit, E/S represents the average total time to successfully transmit a
E-length packet, which is bigger than E due to the backoff, the contention, and
the collision. Hence, E[Tpkt] can be written as

E[Tpkt] =
(1 − Ptr)σ + PtrPsTs + Ptr(1 − Ps)Tc

PsPtr
. (3)

Now (1) is complete if Np can obtain the information Qi, which will be explained
in the next section.

2.3 Superframe Format

A superframe whose length is Tsf , is formed as shown in Fig 1. In each su-
perframe SFi which is synchronized over networks, there are two subframes
called schedule decision frame (SDF) and listen schedule frame (LSF). The SDF
length of Tsdf begins at the start of each SFi, and LSF length of Tlsf follows
SDF (Tsf = Tsdf + Tlsf ). In SDF, child nodes Ni assigned to SFi and the corre-
sponding parent node Np should wake up, and exchange information to compute
k by (1). Each Ni unicasts a packet called SDF-packet which contains Qi, and
Np broadcasts a SDF-packet containing the computed k after receiving Qi from
all its children. In LSF, which begins after SDF, Np should be in the listen state
for k, and in sleep state for Tlsf −k. While Np is in the listen state for k in LSF,
each Ni can transmit data packets to Np.

During SDF and LSF period, every packet transmission is contention-resolved
by using 802.11 DCF. Due to an unreliable wireless link, packets can be corrupted
or collided, resulting in the loss of Qi and k sent by Ni and Np, respectively.
The loss of SDF-packets containing Qi unables Np to be unable to calculate
the correct k, and the loss of SDF-packet having k leaves some children to be
unaware of the duty cycle k of Np. The ACK mechanism of 802.11 DCF can be
adopted for reliable unicasts of SDF-packets from Ni to Np, however, the SDF-
packet containing k requires additional mechanism due to the broadcast nature.
If Ni has data packets and does not receive k in SDF (note that a child does
not need to know k if it has no data packet), then Ni sets a D-flag in the data
packets sent in LSF. Upon receiving a data packet set D-flag, Np piggybacks k
in ACK. Using this approach, Ni which does not know k can learn it at the first
data transmission.

To synchronize the start and the end of superframe over networks, networks
have to agree with a common clock, which means that all nodes should be
synchronized to the sink node. For this purpose, a timestamp is inserted into
SDF-packet sent by each parent. Using FTSP [2], a timestamped SDF-packet
that is transmitted by a parent can synchronize all child nodes with high accu-
racy. The time synchronization starts at the sink, propagates through networks,
and finishes at h× SFi where h is the network size measured in hop count. The
error of time synchronization will be analyzed in 3.2.
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3 Analysis

3.1 Schedule Decision Frame Overhead

The proposed adaptive MAC scheme adjusts the duty cycle k adapting to the
traffic intensity measured by queue length Qi of child nodes Ni. When Qi = 0
in SFi, Ni does not wake up in LSF of the assigned SFi regardless of what k of
the corresponding parent Np is, while Np should be in listen state for a proper
duration at k, whenever any Qi of children is nonzero. Although this adaptive
scheme saves energy due to the adaptive duty cycle, it should pay additional
overhead called SDF overhead.

Suppose that there is no traffic in networks, then each node wakes up for the
minimum amount of time needed to exchange Qi and k. Since every node has a
chance to transmit data packets once in every three SF s, an arbitrary node Ni

should minimally wake up two SDFs per three SF s, one for transmitting Qi in
Ni’s transmission turn and another for broadcasting k in the turn of its children.
Hence, the SDF overhead can be calculated as

OHsdf =
2Tsdf

3Tsf
. (4)

The length of superframe Tsf should be properly determined, and it will be
explained in 3.2. Tsdf is set to 75ms throughout this paper since this amount of
time is enough for less than 20 nodes to successfully transmit one 10-byte long
SDF-packet.

3.2 Superframe Size Decision

In addition to deciding Tsdf , the length of a superframe Tsf is a very important
factor related to performance. When Tsf is set inappropriately, sensor networks
would show low edge performance. If event-sensing nodes are assumed to gener-
ate data packets with a fixed interval λ, principles for nice Tsf can be made.

Let Qmax be the maximum queue length of a node and packets arrived beyond
Qmax are to be dropped due to queue overflow. To transmit data packets, an
event-sensing node has to wait for the assigned superframe which comes around
every three SF s. Hence, packets generated in three superframes should be less
than Qmax (constraint 1), and all packets generated in three superframes should
be transmitted during one assigned superframe (constraint 2). If constraints 1
and 2 are not confirmed, then packet drop occurs, and each constraint can be
written as

3Tsf

λ
≤ Qmax (constraint 1), (5)

3Tsf

λ
≤ Tsf − Tsdf

nE[Tpkt]
(constraint 2), (6)

where n is the number of contending nodes, and E[Tpkt] is the average time
between two successful packet transmissions experienced by networks. (5) is
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Fig. 2. Three constraints for superframe size, and SDF overhead

trivial and the right hand side of (6) represents the average number of packets
transmitted by a node for the time Tlsf . Since 802.11 DCF has a long term
fairness in transmission opportunity, nE[Tpkt] is the average time between two
successful packet transmissions experienced by a node making (6) sensible.

In addition to constraint 1 and 2 for preventing queue overflow, time synchro-
nization burdens another constraint on Tsf . The maximum clock error εmax in
tree topology can be written as εmax = hε+hTsfεdrift, where ε, h, and εdrift are
the maximum single hop error, the height of tree topology, and the maximum
clock drift error, respectively. To keep εmax below a specific threshold ε̄max, Tsf

should satisfy the constraint below:

Tsf ≤ ε̄max − hε

hεdrift
(constraint 3). (7)

Fig. 2 shows the three constraints, and constraint 1, and 3 provide upper bounds
and constraint 2 provides a lower bound for Tsf . To calculate E[Tpkt], data
and ack packet size is set to 100 and 10 bytes long, respectively, n and Qmax

are both set to 10, and others are set to the same with [10]. For constraint
3, h, ε, εdrift, ε̄max is set to 7, 4.2µs[2], 4.75µs/s[11], 100µs, respectively. When
choosing the right Tsf , SDF overhead should be considered for superframe effi-
ciency also shown in Fig. 2. Using the above analysis, Tsf is set to 1.5s throughout
our work.

4 Simulation Result

Our adaptive MAC protocol is evaluated through simulations of being compared
to B-MAC [9] and the fixed duty cycle MAC. The used network topology is shown
in Fig. 3, in which an event occurs at time 1.5min continuing until 4.5min, and
the simulation finishes at 25min. When sensing the event, four nodes generate
data packets with a fixed interval λ and packets are routed via lines. Since the
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Fig. 3. The network topology used in simulation

packet drop caused by queue overflow is the main concern, no packet corruption
and loss in wireless channel are assumed and the Qmax is set to 20.

The fixed duty cycle MAC is configured so that each node wakes up at the
start of every superframe with a fixed interval kfix, and exchanges data packets
during kfix. Three values for kfix are experimented, 100ms, 200ms, and 300ms.
B-MAC has two parameters (low power listening, radio sampling interval), and
the first one is set to 10ms, and the second one is set to 100ms, 250ms.

To compare three MAC protocols, the packet fidelity and energy consumption
are employed as two performance factors. The packet fidelity is the ratio of
the received packets at sink to all packets sent by four sources. The energy
consumption is the average energy consumption of all nodes including sink, and
the power consumption of radio module is the same with Mica2 described in [6].
The simulation results are shown in Fig. 4 and 5.

Fig. 4 shows the packet fidelity and the energy consumption of the fixed and
the adaptive schemes according to the varying λ. The traffic capacity of the
fixed scheme is only determined by duty cycle kfix, and large kfix achieves
higher packet fidelity when λ becomes low. However, adaptive scheme achieves
higher packet fidelity than the fixed one since the duty cycle of the adaptive
scheme changes according to λ as indicated in Fig. 4. The energy consumption
shows that the adaptive scheme spends less energy than the fixed one. It highly
depends on the idle duty cycle defined as the effective duty cycle when networks
are idle. kfix determines the idle duty cycle of the fixed scheme, and the idle
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Fig. 5. The comparison results of the adaptive scheme and B-MAC

duty cycle is 100ms/1.5s× 100 = 6.6%, 13.3%, 20% when kfix is 100ms, 200ms,
and 300ms, respectively, while the idle duty cycle of the adaptive scheme is the
same as the SDF overhead (3.3%) defined by (4). Hence, the adaptive scheme is
highly superior than the fixed scheme.

Fig. 5 shows the performance comparison between the adaptive scheme and
the B-MAC. The long preamble of B-MAC spends a large amount of energy, and
also decreases the throughput of B-MAC. In B-MAC, a node should transmit a
preamble which is as long as the radio sampling interval, whenever it wish to
transmit a packet. Because a node cannot send more than one packet during
(radio sampling interval + data packet transmission time), B-MAC suffers from
problems such as low throughput, packet drops and low packet fidelity. As shown
in Fig. 5, radio sampling interval of B-MAC is highly related to the packet fidelity.

The energy spent by B-MAC and the adaptive scheme also largely depend on
the idle duty cycle of each scheme. As mentioned before, the idle duty cycle of the
adaptive scheme is 3.3% while B-MAC (100ms, 250ms) is 10%, 4%, respectively.
Hence, B-MAC (250ms) consumes almost the same amount of energy as the
adaptive scheme when the traffic load is very low.

5 Conclusion

In this paper, an adaptive scheme is proposed which dynamically adjusts the
duty cycle adapting to the traffic intensity. Our protocol can prevent packet
drops and achieve high packet fidelity, but it keeps idle duty cycle as low as 3.3%
by increasing the duty cycle for the high traffic load. To validate this scheme, the
superframe structure is formed, which includes SDF for exchanging duty cycle
information, and the conditions for proper superframe length are analyzed.

Our scheme is evaluated through simulation, and is compared to the fixed
duty cycle scheme and B-MAC. The results indicate that the adaptive scheme
achieves high packet fidelity while keeping the energy consumption low.
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Abstract. For better performance and to avoid member service annoyance that 
results due to joining-clients’ waiting durations and time-outs when there are 
more than one clients wanting to join concurrently for Broadcasting Mini-
system’s service, this paper proposes a more efficient and better performing 
Overlay Tree Building Control Protocol by modifying and extending the basic 
mechanisms building the conventional TBCP.  The modified-TBCP (mTBCP) 
proposed is performance-effective mechanism since it considers the case of 
how fast will children, concurrently, find and join new parents when paths to 
existing parents are broken. Besides utilizing partial topology information, 
mTBCP also does a LAN-out-degree-check. If the selected child-parent-pair 
falls under the same LAN, that selected parent does not change the out-degree 
status. The performance comparison, in terms of Overlay-Connection-
Throughput and Latency against Group-Size-Growth, between mTBCP, the 
HMTP, and the traditional TBCP is done through simulations and the results 
conclude in favour of the proposed mTBCP. 

Keywords: mTBCP, Connection Throughput, OBS, and Overlay Multicast. 

1   Introduction 

In a conventional TBCP mechanism, the clients being served by a Broadcasting Mini-
System may experience annoying and unpleasant services when concurrent members 
request to join the session or/and when there exist various broken paths at a given 
time. This is mainly motivated by the fact that the conventional TBCP does not proc-
ess well more than one join requests concurrently. In TBCP mechanism, more mem-
bers’ join requests are inclined to wait while the protocol is serving fewer join  
requests. As a result, there might be other waiting members who may experience a 
disconnected session which may lead to unpleasant reception of the service.  With 
mTBCP-based overlay multicast replacing the traditional TBCP mechanism operating 
the Personal Broadcasting Stations, the problem of joining-time-out can be at large 
reduced, if not completely terminated.  In mTBCP mechanism, the source-root main-
tains the list of existing parents - Potential Parents List (PPL) and keeps updating time 
after time. Any new client wanting to join sends a request to the source-root. The 
requests can be sent concurrently from more than one member wanting to join. The 
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source-root responds the requests by sending the prospective existing PPLs back to 
respective new join members. The new join member then, establishes a routine for 
RTT-check for all the parents from the communicated PPL. Consequently, the respec-
tive best parent selection is recursively done and respectively adopted. For the  
purpose of updating the PPL, the same-LAN-out-degree-check is conducted such  
that: - (a) if a new join member is the out-degree member, register that to the PPL; (b) 
if a selected parent is the out-degree member, decrease that from the PPL, and (c) if 
the out-degree measure is full, then delete that parent from the PPL. 

The Broadcasting Mini-System is, essentially, comprised of (i) Channel Manage-
ment Module with two sub-modules – Broadcast Station and Client Access Point; (ii) 
Personal Broadcast Stations which request to the Channel Management Module for 
respective channel registration; and (iii) the mTBCP Overlay Multicast Modules 
which facilitate the client management task including response to client join, leave, 
failure, broken paths, and fast join/re-join to the sessions. When concurrent clients 
intend to join a session to the Broadcasting Mini-System, they independently send 
their Broadcasting Requests (B_REQs) to respective Personal Broadcasting Stations 
(PBSs). Each PBS, in turn, responds by sending an existing PPL with respect to that 
particular client. On receiving the PPL, the new client applies the RTT-check Module 
to calculate the best RTT to the prospective parent with the best RTT. 

The notable characteristic of the proposed mTBCP compared to the classical TBCP 
is; in the case of TBCP, if concurrent new members press their B_REQs, the TBCP 
overlay multicast mechanism processes a fewer B_REQs at a time. That means the 
waiting time for members to be attended and assigned new parents becomes high. 
That leads to low overlay connection throughput and a less performing Broadcasting 
Mini-System. In the case of the proposed mTBCP overlay multicast mechanism con-
current new members’ B_REQs are attended with negligible waiting time. Therefore, 
the overall Broadcasting Mini-System experiences higher overlay multicast connec-
tion throughput which results into a better performing system with pleasant services. 

In sub-section 1.1, the selected research work related to the proposed mTBCP has 
been discussed. Sub-section 1.2 gives an overview of an Overlay Broadcasting Sys-
tem while sub-section 1.3 describes the Session Architecture in Overlay Broadcasting 
System. Section 2 is devoted to Member Join Requirements while Limitation of Tra-
ditional TBCP and Problem with Concurrent Member Join are, respectively, dis-
cussed in sub-sections 2.1and 2.2. The details of the Modified-TBCP (mTBCP) 
Scheme is presented in Section 3 while a Simplified Architecture of mTBCP and 
Concurrent Member Join under mTBCP are elaborated in sub-sections 3.1 and 3.2, 
respectively. Section 4 deals with the Simulation Setup and Results. Finally, Section 5 
gives Discussion and presenting Further Scope. 

1.1   Related Work 

Mathy, Canonico, and Hutchison in [1] have deeply established the founding mecha-
nism for the traditional generic TBCP. They have shown that their main strategy is to 
reduce convergence time by building the best tree possible early and in advance. 
However, the fact that the traditional TBCP does not do well when the scenario of 
concurrent member joining comes into request. Comparatively, our proposed mTBCP, 
efficiently and successfully, intends to overcome this limitation, by introducing a 
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mechanism that allows member joining service concurrently. The idea presented by 
Farinacci, et al in [3] suggests construction of control trees based on the reverse path 
concept. However, the control trees proposed here are not overlay trees as they de-
pend on the routers. The limitation of scalability disqualifies the idea that Pendarakis, 
et al in [5] have described. That is a sort of centralized mechanism where in, for 
building a distributed topology spanning tree, a session controller maintains, and it 
must maintain, the total knowledge of membership of a group and also must have the 
knowledge of the mesh topology that connects the members. To support larger 
groups, this demands for distributed techniques since no scalability supported in the 
case of centralized control. Francis, et al in [6] discuss about a similar protocol as the 
one described in Yoid. However, there is a need for independent mesh for robustness 
and that the convergence time to optimality is slow. Chu, et al in [7] have introduced 
the famous Narada protocol where the full knowledge of the group membership needs 
to be maintained at each node. Therefore, all the protocols that have tried to address 
the control of the tree building has shown considerable limitations requiring a better 
performing and efficient proposed mTBCP for Broadcasting Mini-System. 

1.2   Overlay Broadcasting System 

An Overlay Multicast Broadcasting System, here simply referred as Overlay Broad-
casting System (OBS), can be efficiently designed and implemented taking the  
advantages and cross-eliminating the limitations of the three main emerging tech-
nologies – the overlay technology, the multicast technology, and the personal broad-
casting technology. Fig. 1 is a simplified framework of OBS with a few essential 
modules shown. 

  

Fig. 1. Overlay Broadcasting System’s
Framework 

Fig. 2. OBS’s Session Architecture in 

In the Fig. 1, a construction of OBS has been made by, essentially, including the 
Channel Management Module, Personal Broadcasting Sections, and the mTBCP-
Based Overlay Multicasting Module. The clients intending to join the broadcasting 
session sends their requests via an mTBCP Overlay Multicast Module which is re-
sponsible for creation, controlling, and managing the group trees. The mTBCP Over-
lay Multicast Module then communicate with the Personal Broadcasting Station for 
channel registration and service assignment. The Broadcasting Station and the Client 
Access Point are responsible for channel registration and service assignment. The 
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mTBCP Overlay Multicast Module enables a given group’s members to join and 
participate for the session, concurrently. The module does not have to maintain all the 
information and knowledge of the group membership to facilitate the tree building 
and control. It rather needs to store partial information, say a list of Potential Parent 
List (PPL). Every client, on session joining requests, is responded with a respective 
PPL so that that given client can, after routinely checking the respective RTT and the 
LAN-out-degree-check choose a potential parent to join. 

1.3   Session Architecture in Overlay Broadcasting System 

An abstract of session architecture in Overlay Broadcasting System is illustrated in 
Fig 2. A new client, intending to participate in the broadcasting session, sends a “New 
Client Broadcast Request” (New_B_REQ) to a respective PBS where the mTBCP-
Based Overlay Multicast Tree Management Module is a part of the PBS.  Upon re-
ceiving the New_B_REQ, the PBS using the mTBCP responds the New_B_REQ by 
sending appropriate PPL to that particular new Client. This New Client, upon receiv-
ing and according to the status o the PPL, applies the two essential routines – the 
RTT-check Routine and the LAN-Out-Degree-Check Routine – to efficiently decides 
on the best parent that this New Client can successfully join. Therefore, according to 
the outcome of the routines, the best parent is assigned to the client and hence allowed 
to participate in a session after sending the response to the PBS which considers the 
New Client’s selected parent for PPL update. 

In Fig. 2, the PBS is shown to be constituted, among other parts, by Content Trans-
fer Module which is responsible for the content distribution, including streaming in 
our Overlay Broadcasting Mini-System. A client is, in principle, equipped with a 
Receiver Module which accepts content from a Content Transfer Module or other 
relaying clients, a Render Module for the content bestowing, and a Relay Module 
which acts as a source of the content source whenever available. The mTBCP-Based 
Overlay Multicast Tree Management Module is responsible for tree building, control-
ling, and maintaining with partial information and knowledge about the group and the 
topology with concurrent member-join being served in parallel. 

2   Requirements for Member Join 

As outlined by Mathy in [1],  it gives a significant challenge to build an overlay span-
ning tree among hosts. It is, by all means, to allow the end-hosts gain knowledge and 
information about the group through host-to-host metrics. The mTBCP- Based proto-
col must also facilitate member joining such that the status of tree-first, distributive 
overlay spanning tree building is maintained. Member join requires that the new join-
ing members are assigned with an optimal parent within a good joining time. Tradi-
tional TBCP does all these requirements, but the tree convergence time in TBCP, as 
in Yoid and Narada, is not faster when the concurrent members want to join a particu-
lar group at a given time. In our proposed mTBCP, we require that many members 
can join the group independently so that the waiting time to be served can reduce or 
totally eliminated. We also require that our control protocol results into a low latency, 
higher Connection-Throughput with respect to group size.  
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2.1   Limitation of Traditional TBCP 

When the New Client joins the session in TBCP, the respective tree can be identified 
by pairs of only two advertised parameters; the address of the tree root and the port 
number used by the root for signaling operations of TBCP. The fanout, the number of 
children a client or a root can accommodate, is fixed and this controls the load traffic 
on the TBCP tree. Fig. 3 illustrates the limitation of traditional TBCP. 

 

Fig. 3. Limitation of TBCP when Concurrent Members Join a Session 

2.2   Problem with Concurrent Member Join 

Even though there is a recursive process in the TBCP client join mechanism, each 
new client must wait for the other (may be privileged members) to join before it gets 
attended when more than one new clients intend to access the session at the same 
time. From Fig. 3, it can be realized that at time t = t0, there are N New Clients intend-
ing to join the same session where the tree building is controlled by traditional TBCP-
based overlay. At this time, N B_REQs are sent to the PBS at the same time instance. 
However, assuming that there is no more clients sending their B_REQs during this 
time period (t1 – t0) and since TBCP processes one B_REQ at a time, while serving 
the first new client, (N -1) other clients have to wait; while serving the second new 
client, (N – 2) clients have to wait; and so forth. Therefore, at a certain time t1, there 
may be only (N – k) clients responded and the remaining k clients un-attended. These 
un-attended clients may be forced to face unpleasant service reception or sometimes 
none. Among the remedies that have been thought to overcome this limitation is the 
modification of the existing TBCP in such a way that the Overlay Multicast module 
will be able to attend and serve as many New clients intending to join a particular 
session at a given time. Section 3 is devoted to the proposed mTBCP scheme – its 
architecture and the way it can handle concurrent members join efficiently. 

3   Modified-TBCP (mTBCP) Scheme 

The modified-TBCP (mTBCP) has been proposed being an effort to overcome the 
limitation of the traditional TBCP especially when concurrent members wish to  
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simultaneously join for the session in an Overlay Broadcasting Mini-System. In prin-
ciple, this scheme guarantees a better performance as well as overall system effi-
ciency in addition to a pleasant and robust servicing manner. The mTBCP-Based 
Overlay Multicast Module involves the scheme to maintain a list of potential parents 
– Potential Parents List (PPL) – at the source root where every entity wishing to join 
the session sends the B_REQ to report its intention. Upon the reception of the 
B_REQ, the module cross-checks among its existing groups’ members to find out the 
possible best members who can suffice as a parent of that particular new client. There 
are cases where the new client is assigned the source root as its potential parent. There 
are cases where the new client is assigned the other members to be its potential par-
ent, and there are cases where soon after the member has been designated as a parent, 
it is deleted from the PPL at the source root as the out-degree status does not allow it 
to act as a parent any further. PPL update is an important recursive routine while 
operating the mTBCP. All the new clients are entitled to report their status soon after 
securing their new best parents. Among the fields included while reporting include 
their LAN-relationship with their new parents, their out-degree status (and may be in-
degree status), and their RTT status with respect to the other PPL members proposed 
to them by the source root. The source recursively updates and maintains the recent 
PPL for any acceptable number of B_REQs that might be addressed to the  
source root.  

3.1   A Simplified Architecture of mTBCP 

Fig. 4 shows a simplified architecture of mTBCP mechanism and concurrent mem-
ber join and also it illustrates the mechanism that is performed while operating the 
mTBCP. In 1, since it falls within the outdegree unit, the client is registered to PLL 
itself. When the New Member wants to join for a session, as in 2, it sends its join 
request to the source root and the source root, as in 3, responds by sending the 
respective PPL existing at that instant of time. That new member, on receiving the 
PPL, it does a routine check for RTTs with respect to the members of the PPL it has 
been proposed to it as well as the RTT from that new member to the source root. In 
4, there are two proposed potential parents that can be assigned to the new member 
and hence, the new member checks for three RTTs, including the one from itself to 
the source root. After being satisfied with the status of each of the proposed  
 

 
Fig. 4. A Simplified Architecture of mTBCP Mechanism and Concurrent Member Join 
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potential parent, the new member selects its parent and does same-LAN-check before 
it sends the update to the source root. The source root then updates the PPL, as  
in 5 and 6.   

3.2   Concurrent Member Join under mTBCP 

Under mTBCP, concurrent member join is treated well with negligible delay.  When 
many new members want to join as in Fig. 4, each new requesting member is re-
sponded with appropriate PPL containing a proposal for possible potential parents for 
each of the new members to consider joining the session through them. 

4   Simulation Setup and Results 

4.1   Simulation Setup 

A topology of 1,000 nodes was considered to simulate the algorithm with NS-2. Six 
group size - 10, 20, 40, 60, 80, and 100 nodes - categories were simulated for the 
traditional TBCP, the modified mTBCP, and the Random mechanisms. The overall 
performance measures were the Overlay Connection Throughput and the Latency. 

4.2   Simulation Results 

Three different mechanisms – mTBCP, TBCP, and Random - were simulated. Table 1 
summarizes a few selected group sizes’ results. It can be clearly noted that as the 
group size becomes bigger, the percentage overlay connection throughput gets better 
for all the three mechanisms under consideration. Nevertheless, the performance of 
the mTBCP-Based mechanism is impressively tremendous.  

Table 1. The trend of Overlay Connection Throughput with respect to Group Size (nodes) 

Size mTBCP TBCP Random 

10 7 5 8 
20 11 8 8 
40 35 19 19 
60 56 38 38 
80 80 58 58 

100 97 73 73 

The plots of the performance appraisal for the three mechanisms under discussion 
have been shown in Fig. 5 (a) and (b). In (a), it can be visualized that with a group 
size of 10 node, the Overlay Connection Throughput for the case of mTBCP is 7 with 
that of TBCP equal to 5 and 8 for the Random mechanism. This case does not show 
much discrepancy for the three mechanisms. However, as the group size gets larger 
the performance of the proposed mTBCP gets better defeating the other mechanism. 
In Fig. 5 (b), it is obvious that from medium group sizes to larger ones, the perform-
ance of the TBCP and the Random Mechanism almost over-write each other and they  
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Fig. 5. Overlay Connection Throughput vs. Overlay Group Size 

perform almost equally. For larger groups, the Overlay Connection Throughput of 
mTBCP is the best choice for Overlay Broadcasting Mini-System. 

The Overlay Latency for the mTBCP has been proved to be the lowest among the 
three mechanisms. Table 2 shows that in the three cases, the latency starts to increase 
gradually from small to medium size groups and then it remains constant for the lar-
ger groups. Of the three mechanisms, the latency experienced by the mTBCP-Based 
Overlay is the least.  

The mTBCP registers a latency of 5.94448ms for the group size of 10 nodes while 
it is more than 7ms and 8ms, respectively, for the TBCP and for the Random  
mechanisms.  

For group sizes of 100, 80, and 60 nodes, mTBCP experience a constant overlay la-
tency of a little greater than 7ms while for the same group sizes it is a little more than 
9.7ms for the TBCP and the Random mechanisms. 

Table 2. The trend of Overlay Latency in milliseconds with respect to Group Size (nodes) 

Size mTBCP TBCP Random 

10 5.94448 7.029728 8.506528 
20 5.94448 7.029728 9.486016 
40 6.66448 9.702239 9.766528 
60 7.26639 9.702239 9.766528 
80 7.26639 9.702239 9.766528 

100 7.26639 9.702239 9.766528 

Fig. 6 shows that for the case of TBCP and Random mechanisms, we have a dis-
crepancy in terms of overlay latency for small group sizes, with TBCP performing 
better up to group size of 40 nodes.  

However, after that the latency performance for the two seems to overlap and to 
stay consistent. The mTBCP performs overall better, regardless the group size, as 
compared to the other two mechanisms. 

The results confirm that the proposed mTBCP-Based Overlay Multicast Mecha-
nism can lead to a well performing Overlay Broadcasting Mini-System where the 
PBSs can provide efficient and pleasant services to clients with just partial informa-
tion about the hosts and partial knowledge of the topology. 
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Fig. 6. Overlay Latency vs. Overlay Group Size  
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Fig. 7. Overlay Latency vs. Overlay Group Size  

Figs. 7(a) to 7(d) show the results in terms of time required for the join process 
amount of 35 to 450 group members and for layers 1, 2, 3, and 4, respectively. The 
results illustrate the time comparison versus the amount (in number of nodes) that 
each of the traditional TBCP, HMTP, and the mTBCP protocols achieves. The 
mTBCP seems to be a favorable in terms of a short duration (in seconds) required to 
handle the same amount. The traditional TBCP seems to perform the worst among the 
three. It can be clearly visualized that at layer 1 and layer 2, the protocols obey the 
time complexity of the order O(nlog2n) as opposed by the obedience of the order 
O(log2n) for the cases of layers 3, 4, and beyond which means a, comparatively, better 
performance as the tree gets deeper from the source root. 
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5   Discussion and Further Scope 

It has been proposed, described, and evaluated a better performing and more efficient 
mechanism, mTBCP-Based Overlay Multicast Mechanism, for Overlay Broadcasting 
Mini-System. The protocol operates with partial knowledge of the hosts and of the net-
work topology. The special feature about mTBCP-Based Overlay Multicast mechanism 
is its power to be able to attend concurrent clients at a certain given time with a very 
remarkable latency and overlay connection throughput measures with respect to the 
group size. This mechanism has better results in terms of connection throughput and 
latency, especially when the group size grows bigger. High connection throughput 
makes the mTBCP-Based Overlay mechanism being the best candidate for membership 
management at the overlay multicast module in the Overlay Broadcasting Mini-System. 

Since the simulation was not performed while including the actual Overlay Broad-
casting Mini-System, in future the simulation including the Mini-System can be  
included to make sure that the exact performance and efficiency are observed. A to-
pology of more nodes and much bigger group sizes can be associated with the field 
test of the Overlay Broadcasting Mini-System. 
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Abstract. In ubiquitous environment, terminal-initiated traffics(e.g., sensor data 
streams) will become more popularized than human-initiated traffics(e.g., web 
browsing, file transfer, and media streaming). The characteristics of the termi-
nal-initiated traffics can be described as the streams of small sized packets with 
the large number of simultaneous connections. Thus, an ubiquitous service 
server will suffer from the burden of the terminal-initiated traffics since the per-
packet-cost of a CPU will increase proportionally with the number of terminals. 
In this paper, we propose Latona architecture that offloads not only TCP/IP 
processing but also parts of socket processing from a host to minimize the per-
packet-cost of a CPU in a Linux server. Based on the experimental results, the 
Latona kernel could save 50% and 79% of the kernel execution time of send() 
and recv() for 32 bytes transfer in the legacy TCP/IP stack. The packet-per-
second were 21.9K and 18.3K for send() and recv(), respectively. The band-
width increased as the size of payload increased. The profile of detail execution 
time showed that the bottleneck of the Latona was for handling the socket and 
the TCP in Latona hardware. 

Keywords: Terminal-Initiated Traffics, Ubiquitous Service Server, TCP/IP 
Overhead, Offloading, Linux, Network I/O. 

1   Introduction 

Today's Internet consists of broadband connections mainly for PCs and servers. How-
ever, under the ubiquitous environment, new internet will consist of networks of thou-
sands or millions of microchips, various electronic appliances, mobile devices as well 
as PCs and servers.  

In the new internet(i.e., future ubiquitous communication environment), terminal-
initiated traffics will become more popularized than human-initiated traffics, like cur-
rent internet communications[1]. The terminals can be characterized as various and 
huge amount of sensor nodes reporting simple presence data involved in a daily life to 
the servers[1,2,3,4]. Thus, the server will convert the received data into the meaning-
ful context information which can be provided to ubiquitous service applications. 
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The human-initiated traffics are mainly generated by PCs or mobile phone, so the 
number of maximum simultaneous connections to the server will be the same as the 
number of users. On the other hand, the terminal-initiated traffics are event-driven 
communications generated by themselves[2,3,4], so the number of maximum simulta-
neous connections to the server will be equal to the number of terminals. Furthermore, 
there will be much more terminals than users, because each user will be surrounded by 
several terminals reporting dynamic status of the personal environment[1]. 

The packet size of the terminal-initiated traffics is relatively small compared to that 
of the human-initiated traffics(e.g., web browsing, file transfer, and media streaming), 
because the presence data is tiny information obtained from various sensors reporting 
location information, temperature, and so on. Each presence data has the size of less 
than 100 bytes and can be assumed to be one packet[1,4]. The terminals report the 
presence data to the server when new data is acquired or when an update-timer is ex-
pired[1,2,3]. With thousands of terminals, the server will receive thousands of small 
packets via thousands of simultaneous connections. 

As the internet evolves into an ubiquitous network, the ubiquitous service server 
must manage not only the human-initiated traffics, but also a lot of the terminal-
initiated traffics to provide ubiquitous services to users. Therefore, for network I/O 
performance, the server needs to be optimized to process bulk of the terminal-initiated 
traffics in the ubiquitous environment. 

In this paper, we propose Latona architecture to lessen the burdens of network I/O 
from a low-end Linux server for the terminal-initiated traffics. The rest of this paper is 
organized as followings. Section 2 describes the motivation of this paper by examin-
ing previous works regarding TCP/IP processing. Section 3 discusses the design de-
tails of Latona architecture. In section 4, we discuss the experimental results, and  
finally section 5 presents our conclusion and future work. 

2   Motivation 

TCP/IP, the predominant protocol suite across the internet, traditionally has been im-
plemented in software as a part of the operating system kernel. A frequently cited 
drawback of TCP/IP is that data copying and TCP/IP processing overhead[5,6] con-
sumes a significant share of host CPU cycles and memory bandwidth, siphoning off 
system resources needed for application processing.  

Generally, the TCP/IP processing overhead can be divided into two categories: 
per-byte-cost, primarily data-touching operations such as checksums and copies; and 
per-packet-cost, including TCP/IP protocol processing, interrupt overhead, buffer 
management overhead, socket handling, and kernel overhead[6].  

To lessen some of the overhead, researchers developed several mechanisms that 
became common in today’s TCP/IP processing. Today’s advanced kernel and high 
performance NIC support zero-copy, segment offloading, checksum offloading, and 
interrupt coalescing to reduce the overhead of data touching overhead[6,9,10,11]. On 
the other hand, several industry players announced TCP Offloading Engine(TOE) de-
vices that offload the TCP/IP processing from a host CPU[7,8]. 

The analysis by Jacobson, et al.[5] and Foong, et al.[6] shows that the overhead of 
protocol itself is small relative to the overhead of TCP/IP implementation and  
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management. According to [6], the TCP/IP protocol processing takes up about 7% on 
receive, and 10~15% on transmit. On the other hand, the socket handling and corre-
sponding libraries take up 34% for small transfers. Another large portion is the kernel 
overhead taking up 36% for small transfers and it consists of system_call routines that 
handle bookkeeping required to support system calls, parameter checking, and context 
switching. Finally, the driver code takes up 4~11%. Thus, the overhead of socket 
layer and kernel makes up large portion of TCP/IP processing for small transfers. 

The generally accepted rule of thumb in TCP/IP processing is that 1bps of network 
link requires 1Hz of CPU processing[6]. However, the general rule can be accepted in 
case of bulk data transfers. For smaller packets, the processing requirement is 6~7 
times higher and the per-packet-cost is high enough to be the bottleneck of the server 
since the overhead of socket layer and kernel increases with the number of packets[6]. 

In case of TOE[7,8], it increases the server’s throughput while reducing CPU utili-
zation by offloading the TCP/IP processing onto a specialized device. However, there 
is an ongoing debate[9,10] about whether TOE is suitable for general network appli-
cations. Mogul’s research[9] shows the limitations of TOE technology, and Regnier, 
et al.[10] discuss that TOE is only suitable for bulk large transfers involving long-
lived, few connections. The major reason of such limitation of TOE is that it  focuses 
on offloading the TCP/IP protocol processing and data touching overhead(i.e., per-
byte-cost), while the major part of the per-packet-cost, the overhead of socket  
handling and kernel, still remains in a host system. Moreover, it requires another 
communication overhead between a TOE device and a host to lookup socket and TCP 
Control Block(TCB) [9,10]. Also, Its specialized API and stack code cause troubles in 
designing or porting general network applications[9]. 

As we learned from Matsumoto’s study[1], the characteristics of the terminal-
initiated traffics can be described as the streams of small sized packets with the large 
number of simultaneous connections. Then, the server will suffer from the burden of 
per-packet-cost, especially the overhead of socket handling and kernel in the ubiqui-
tous environment.  

In this paper, we propose Latona architecture that offloads the socket and TCP/IP 
layer to minimize the per-packet-cost of a CPU in a low-end Linux server for the  
terminal-initiated traffics. 

3   Latona Architecture 

3.1   Overview of Latona 

Latona consists of Latona kernel and Latona hardware as shown in Fig. 1. The Latona 
kernel is a set of dedicated kernel modules which replace the traditional INET and 
TCP/IP protocol stack in a Linux server. It receives socket level commands from ap-
plications and delivers them to the Latona hardware through the doorbell interface. 
The Latona hardware is a kind of TOE which offloads the full TCP/IP stack and parts 
of the socket processing. The DMA engines eliminate per-byte-cost from a host CPU 
by performing direct data movement between the payload buffer and the memory lo-
cations of user address space. The doorbell interface provides simple and abstracted 
communications between the Latona kernel and the Latona hardware. The Latona 
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hardware receives optimized socket level commands from the Latona kernel and also 
reports the results through the completion queue. The Latona is designed such that: 

• eliminates the socket handling and TCP/IP processing overhead from a host to 
reduce per-packet-cost 

• supports 10K of sockets via hardware socket resource pool in the Latona  
hardware 

• supports a true zero-copy mechanism between user memory and the Latona 
hardware 

• supports all standard socket API and file I/O API 
• supports both of the legacy TCP/IP stack and the Latona hardware 
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Fig. 1. The Overall Architecture of Latona 

3.2   Design Details of Latona Kernel 

The Latona kernel is composed of Socket Switch Layer(SSL), Offloading Protocol 
Layer(OPL) and the Latona driver as shown in Fig. 1. The socket level command 
generated by a network application is delivered to SSL through the BSD socket layer. 
Then, SSL determines whether it uses the Latona hardware or general NIC(GNIC) in 
serving this socket command, based on the result of bind and NIC selection rules. If 
SSL decides to use the Latona hardware, the command from the network application 
is delivered to the Latona hardware through OPL and the Latona driver. If GNIC is 
selected, SSL handles this command by calling the INET layer of the legacy TCP/IP 
stack. 

By locating SSL above OPL and the INET layer of the legacy stack, the Latona 
kernel provides the binary compatibility with the BSD socket interface. It also sup-
ports both the legacy TCP/IP stack with GNIC and the Latona hardware. Thus, it is 
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possible for traditional network applications to use the BSD socket interface without 
any modification or recompilation by using SSL that processes the standard BSD 
socket API. 

3.2.1   Socket Switch Layer 
SSL is the replacement of the INET layer. Fig. 2-(a) shows how SSL creates a socket 
briefly. When a network application calls sys_socket() function of Linux kernel, it in-
ternally calls inet_create() that is the socket creation function of the INET layer 
through sock_create() and sock_alloc(). The call, inet_create(), is replaced with 
toe_create() that is the socket creation function of SSL. Sock_alloc() of the BSD 
socket layer calls the inet_create() using a function pointer. The function pointer is 
stored in structure net_families that includes data about each protocol family and is 
maintained by the kernel. Create, one member of net_families, is a function pointer 
indicating a socket creation function of PF_INET that is the protocol family of 
TCP/IP. Net_families[PF_INET]->create indicates inet_create(), which is the socket 
creation function of the INET layer. In SSL, value of net_families[PF_INET]->create 
is replaced with toe_create() as shown in Fig. 2-(a). 
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Fig. 2. Socket Handling in Socket Switch Layer 

Note that, toe_create() creates a socket structure. In order to support both the La-
tona hardware and GNIC, SSL creates a socket structure supporting both of the La-
tona hardware and GNIC simultaneously. Fig. 2-(b) shows the socket structures for 
SSL. We expand the legacy socket structure by defining a new data structure, called 
struct toe_sock, and making this structure to point struct socket. The BSD socket layer 
creates struct socket(see  in Fig. 2-(b)), and calls SSL with this structure. Then, SSL 
creates struct toe_sock(see  in Fig. 2-(b)). Also, struct sock(see  in Fig. 2-(b)) is 
created by the INET layer of the legacy stack called by SSL. Struct socket *sock, one 
member of struct toe_sock, is the pointer to struct socket. Struct proto_ops has func-
tion pointers that indicate the INET layer functions called by SSL. Int bind_nic and 
bind_port store information about GNIC and port number that a socket is bound to. 
Int dst_addr and dst_port store the destination IP address and port number of remote 
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peer. Finally, int toe_nic_sock_id is a socket ID returned by the Latona hardware in 
order to use the hardware socket resource in the Latona hardware.  

Furthermore socket calls such as bind(), send() and recv() are served by SSL, in-
stead of the INET layer. Fig. 3 shows the modification of structure proto_ops that is a 
member of structure socket in order to call SSL, instead of the INET layer. 

 

 
TCP/IP of Linux Latona 

struct proto_ops ops = { 
.family =   PF_INET, 
.bind =    inet_bind, 
. . . 
.sendmsg = inet_sendmsg, 
.recvmsg = sock_common_recvmsg }; 

struct proto_ops ops = { 
.family =   PF_INET, 
.bind =    toe_bind, 
. . . 
.sendmsg = toe_sendmsg, 
.recvmsg = toe_recvmsg }; 

Fig. 3. Modification of structure proto_ops 

3.2.2   Offloading Protocol Layer and Latona Driver 
When the Latona hardware is selected for data transmission, SSL calls OPL. Data 
transmission in OPL is performed by a true zero-copy mechanism through DMA 
technique between user memory and the Latona hardware. For the true zero-copy, the 
user memory pages are pin-down and physical addresses of these pages are passed to 
the Latona hardware in the forms of scatter-gather list via the Latona driver. 

The Latona driver provides the interface between the Latona hardware and OPL. 
The Latona driver exports functions which are used by OPL, and passes the request 
received from OPL to the Latona hardware via three kinds of doorbells; command 
(CMD), send(SND) and receive(RCV). Then, the Latona hardware processes the re-
quests and reports the results in completion queue(CPL). It also issues an interrupt 
signal which is captured by the Latona driver and calls the interrupt service routine 
which is defined in OPL. 

3.3   Design Details of Latona Hardware 

The Latona hardware has a layered architecture as shown in Fig. 4-(a). The host inter-
face adopts the industry standard PCIExpress fabric to interface a modern mother-
board. It contains not only an endpoint protocol engine, but also dual DMA engines 
and doorbells. The transport layer processes the TCP and UDP protocols using both 
hardware and software. For software processing, two processors are embedded and 
each handles transmitting and receiving, respectively. The IP layer processes the IPv4 
and ARP protocol, and the MAC/PHY layer transmits and receives bit stream to/from 
Gigabit Ethernet. 

The Latona hardware has a socket pool in order to offload the socket handling 
overhead from a host CPU. The socket pool can store 10K of socket entries and also 
contain the socket search logic to reduce the searching time for one entry. Each entry 
maintains TCP connection status, transaction IDs, and scatter/gather list of each trans-
action for payload processing. Thus, the Latona hardware can process socket level 
transactions without the interface with kernel software.  



 A Network I/O Architecture for Terminal-Initiated Traffics 167 

We implemented the Latona hardware with FPGAs as shown in Fig. 4-(b), and its 
implementation specifications are summarized in Table 1.  
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Fig. 4. Latona Hardware 

Table 1. Implementation Specifications of Latona Hardware 

Latona core 
Functions Host Interface 

Scoket/TCP/IP Datapath 
Dual CPUs @250MHz 

- PPC405 
Socket Resource Pool 

- 10K 
TCP/UDP Protocol 
IPv4 Protocol 
ARP protocol 

Checksum offloading 
TCP segmentation 
Zero-copy 
Pipelined datapath 

- 32bits@125MHz  Spec. 

PCIExpress 1.0a 
Link speed : 2.5Gpbs  
Dual DMA channel 
Doorbells 

- 4 CMDs 
- 4 SNDs 
- 4 RCVs 
- 2K of CPL queue 

Interrupt coalescing 
Datapath : 32bits@125MHz 

Full offloading of TCP/UDP/IP/ARP 
Socket level transaction processing 
10K of simultaneous connections 

Device ALTERA Stratix-GX Xilinx Virtex-II Pro 

4   Experimental Results 

In this paper, we focus on the offloading effect which can be derived from the Latona 
architecture for small transfers such as the terminal-initiated traffics. We first  
measured the basic performance metrics including kernel execution time, packet-per-
second, and bandwidth with small sized packet streams from multiple socket connec-
tions. Then, we measured the whole processing time in the Latona architecture and 
broke down it to find out the possible bottleneck. The experimental system was a PC 
having a Pentium 2GHz CPU, 512Mbytes of main memory. The operating system 
was Linux kernel 2.6.9. 
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4.1   Kernel Execution Time with Legacy TCP/IP Stack 

Fig. 5 shows the execution times of send() and recv() of the legacy Linux kernel with 
National Semiconductor’s DP83820 Gigabit Ethernet card and the Latona kernel with 
the Latona hardware. In order to measure the per-packet-cost only, we used 32 bytes 
of send() and recv(). In case of the legacy kernel, INET, TCP/IP, and device driver 
spent 22µs and 69µs for send() and recv(), respectively. However, the Latona kernel 
spent only 11µs for both send() and recv(). Thus, Latona kernel could save 50% and 
79% of the kernel execution time for send() and recv(), respectively. Consequently, 
the system can utilize the saved time for application processing. 
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Fig. 5. Comparison of Kernel Execution Time(Legacy TCP/IP Stack vs. Latona Kernel) 

4.2   Packets-Per-Second and Bandwidth of Latona Architecture 

Fig. 6 shows the packet-per-second and bandwidth of the Latona architecture as in-
creasing the size of payload from 32 bytes to 1024 bytes. In case of 32 bytes, send() 
needed 45.49µs(11µs for Latona kernel and 34.49µs for Latona hardware), and recv() 
required 54.45µs. Thus, the Latona could provide 21.9K and 18.3K of packet-per-
second in send() and recv(), respectively. The bandwidth increased with the size of 
payload since the packet-per-second was not affected by the size of payload due to 
DMA between user memory and the Latona hardware. 
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Fig. 6. Packet-Per-Second and Bandwidth of Latona 
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Note that, send() consumed relatively large amount of time, compared to the legacy 
TCP/IP stack(22µs)1. Though the Latona kernel offloaded some burdens in the legacy 
TCP/IP stack, we can predict that the packet-per-second and bandwidth are lower in 
case of send(). In case of recv(), however, the Latona could provide better perform-
ance than the legacy TCP/IP stack(69µs).  

4.3   Profiling of Processing Distribution in Latona Architecture 

The major functions in the Latona hardware were implemented with the combination 
of firmware and dedicated hardware logics. The firmware handles data structures that 
belong to socket, TCB, and the transaction requests from the host. It also controls in-
ternal hardware logics for processing the incoming and outgoing packets. We meas-
ured the execution time of each major function by tracing the firmware. 
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Fig. 7. Processing Distribution of Latona Architecture 

Fig. 7 shows the breakdown of processing time in the Latona that performs send() 
and recv() for 32 bytes of payload. The protocol processing took up 16% and 14% in 
send() and recv(), respectively. The major portion of execution time was for the 
socket and the TCB processing that took up 19% and 34% in send() and recv(), re-
spectively. In case of recv(), the Latona hardware spent relatively large time to find 
out a socket entry, a request pended in the entry, and scatter/gather list of DMA trans-
fer. Thus, the socket and the TCB processing in Latona hardware becomes a bottle-
neck and we need more efforts to reduce it. 

5   Conclusion and Future Work 

As the internet evolves into the ubiquitous network, the server will suffer from the 
burden of the terminal-initiated traffics that can be characterized as the streams of 
small sized packets with the large number of simultaneous connections. 

In this paper, we proposed the Latona architecture that could offload not only the 
TCP/IP layer but also the parts of the socket layer to reduce the per-packet-cost of a 
CPU in a Linux server, whereas the server could provide ubiquitous services under 

                                                           
1 The data transfer time of GNIC in the legacy TCP/IP stack is negligible for small sized packet 

transfers. 
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the ubiquitous environment. In order to prove the concept of the Latona architecture, 
we implemented the Latona hardware prototype with FPGAs and the Latona kernel 
on Linux kernel 2.6.9.  

Based on the experimental results, the Latona kernel could save 50% and 79% of 
the kernel execution time for send() and recv() in the legacy TCP/IP stack. The 
packet-per-second of send() and recv() for 32 bytes packets were 21.9K and 18.3K, 
respectively. The bandwidth increased proportionally with the size of payload since 
the packet-per-second was not affected by the size of payload. Furthermore, the pro-
file of detailed execution time showed that the bottleneck was for handling the socket 
and the TCP. 

Currently, we are putting more efforts to optimize the Latona hardware to enhance 
the performance. For better understanding of the offloading effects and comparisons 
with other solutions, we will also perform various measurements with real workloads 
such as RFID and sensor data stream processing applications. 
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Abstract. Measurement studies on the Internet topology show that connectivi-
ties of nodes exhibit power–law attribute, but it is apparent that only the degree
distribution does not determine the network structure, and especially true when
we study the network–related control like routing control. In this paper, we first
reveal structures of the router–level topologies using the working ISP networks,
which clearly indicates ISP topologies are highly clustered; a node connects two
or more nodes that also connected each other, while not in the existing model-
ing approaches. Based on this observation, we develop a new realistic modeling
method for generating router–level topologies. In our method, when a new node
joins the network, the node likely connects to the nearest nodes. In addition, we
add the new links based on the node utilization in the topology, which corresponds
to an enhancement of network equipments in ISP networks. With appropriate pa-
rameters, important metrics, such as the a cluster coefficient and the number of
node-pairs that pass through nodes, exhibit the similar value of the actual ISP
topology while keeping the degree distribution of resulting topology to follow
power–law.

Keywords: Power–law, Router–level topology, ISP topology, AS topology.

1 Introduction

Recent measurement studies on Internet topology show that the connectivities of nodes
exhibit a power–law attribute (e.g., see [1]). That is, the probability p(k) that a node is
connected to k other nodes follows p(k) ∼ k−γ . In recent years, considerable numbers
of studies have investigated power–law networks whose degree distributions follow the
power–law [2]. Here, the degree is defined as the number of out–going links at a node.
The theoretical foundation for the power–law network is introduced in Ref. [3] where
they also presents the Barabashi–Albert (BA) model in which the topology increases
incrementally and links are placed based on the connectivities of topologies in order to
form power–law networks.

However, even if the degree distributions of some topologies are the same, more de-
tailed characteristics are often quite different. A pioneering work by Li et al. [4] has enu-
merated various topologies with the same degree distributions, and has shown the relation
between the characteristics and performances of these topologies. With the technology
constraints imposed by routers, the degree of nodes limits the capacity of links that are

T. Vazão, M.M. Freire, and I. Chong (Eds.): ICOIN 2007, LNCS 5200, pp. 171–182, 2008.
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connected to. Li et al. point out that higher–degree nodes tend to be located at the edges
of a network. Their modeling method in [4] provides a new insight in that the location of
higher–degree nodes are not always located at the core of networks. Actually, different to
AS–level topology, each ISP constructs its own router–level topology based on strategies
such as minimizing of the mileage of links, redundancies, and traffic demands.

Although Li et al.’s approach is significant, it is insufficient for ISP networks. As
will be discussed in Sec. 2, the Sprint topology and Abilene–based topologies are quite
different in terms of the cluster coefficient. The main difference may come from the
fact that scientific networks like Abilene provide fewer opportunities to enhance their
network equipment because of budgetary constraints, while ISPs make their efforts on
enhancement of networks based on their strategies. The difference can be also seen
from the graphs of the Abilene network (Fig. 6 (e) of Ref. [4]) and the Sprint network
(Figs. 7 and 8 of Ref. [5]). More importantly, these differences greatly affect methods
of network control. One typical example is routing control as we will demonstrate it in
Sec. 4; the link utilization in the router–level topology is much far from the one in the
conventional modeling method. The same argument could also be applied to the higher–
layer protocols. That is, for vital network researches, a modeling method for a realistic
router–level topology is urgently needs to be developed, which is our next concern.

In this paper, we develop a modeling method to construct ISP router–level topolo-
gies. To achieve this, we first reveal basic structures for the router–level topologies other
than the power–law property of degree distribution. The results clearly reveal the ISP
topologies had a much higher cluster coefficient than the AS topology [6], the topology
examined by Li et al. [4], and the other topologies attained with conventional modeling
methods. We therefore propose a modeling method for realistic router–level topologies.
Our modeling method has two main features. When a new node joins the network, the
ISP likely connects it to the nearest nodes, while the ISP add new links based on the
utilization of nodes. With our modeling, important topology–related metrics such as
the number of node-pairs passing through nodes have almost the same characteristics
as the actual ISP topologies with appropriate parameter settings, while still keeping the
degree distribution of the topology to follow the power–law. We also apply optimal rout-
ing method to the topology generated by our modeling method, in order to demonstrate
that our modeling method constructs the realistic router–level topology, and can be ac-
tually used for evaluations on routing control. The results show that the characteristic
of link utilization is similar to the actual ISP topology.

This paper is organized as follows. Section 2 discusses the basic structure of ISP’s
router–level topologies. We then discuss our development of a new modeling method
in Section 3 to obtain realistic router–level topologies that can be applied to “traffic
flow” level research, which will be demonstrated in Sec. 4. Finally, Sec. 5 concludes
this paper.

2 Structural Properties of Router–Level Topology

In this section, we investigate the structure of router–level topologies as a first step
to modeling a router–level topology, and discuss the differences between actual ISP’s
router–level topologies and topologies generated by existing modeling methods.
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2.1 Network Motif

Milo et al. [7] have introduced the concept of Network Motif. The basic idea is to find
several simple structures in complex networks. In this paper, we select four–node sub-
graphs as building blocks for router–level topologies following the Milo et al.’s ap-
proach, i.e., rectangular (Fig. 1(a)), tandem (Fig. 1(b)), sector (Fig. 1(c)), umbrella (Fig.
1(d)), and full–mesh. The case of a three–node subgraph, which has an exactly the same
meaning as “cluster”, will be discussed later. Figure 2 plots the frequency of four–node
subgraphs appearing in each topology. The labels along the horizontal axis represent
the ISP networks (from ISP1 to ISP7) that have been measured with Rocketfuel tools
[5]. A topology generated by the BA model (Model1), such that the number of nodes
and links is the same as that for the Sprint topology is also presented. The results from
the Abilene–based topology used in Ref. [4] (Model2) is also plotted in the figure. We
also show the results obtained by a AS–level topology from INET topology genera-
tor (Model5 in Fig. 2), and topologies generated by conventional modeling methods
(Model3 by the BA model, and Model4 by the ER model [8] in which links are ran-
domly placed between nodes) for comparison. Models 3, 4, 5 have the same number
of nodes and links. We can see that: 1) there are many more “sectors” with the Sprint
topology (ISP1) than with the BA topology (Model1), 2) “full-mesh” appears more
often than model topologies in the router–level topologies of ISPs (Sprint, abovenet,
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AT&T, ebone exodus, level3, verrio), 3) the percentile sum for “rectangle”, “umbrella”,
and “sector” is large (around 30%) for ISP topologies while not for model topologies.

From the figure, it is quite apparent that router–level topology is very different to the
AS–level topology and the topologies generated with conventional modeling methods.
Furthermore, ISP–level topologies (from ISP1 to ISP7) are highly clustered compared
with the Abilene–based topology (Model2) presented by Li et al. [4]. We conjecture
that the reason for differences derives from redundancy considerations in building the
ISP networks. In what follows, we concentrate on the Sprint Topology (ISP1) and in-
vestigate the router–level topology in detail.

2.2 Detailed Analysis of Router–Level Topology

To compare how the previously–discussed structure for router–level topology affects the
basic properties of networks, we prepare three topologies that have the same number of
nodes and links. For the router–level topology, we use ISP1 (Sprint). Two topologies
generated by the BA model (Model1 in Fig. 2) and the ER topology generated by the
ER model are also used for purposes of comparison. The degree distributions for these
three topologies follow the power–law, but not presented here due to space limitation.

We use the following metrics for node i to investigate the characteristics of
topologies:

A(i), D(i): Average and maximum number of hop–counts from node i to all other
nodes. Hereafter, we will call the maximum hop–counts as diameters.

Ce(i): Cluster coefficient [9] for a node, which is defined as

Ce(i) =
2Ei

di(di − 1)
,

where di is the degree of node i, and Ei is the number of links con-
nected between node i’s neighbor nodes.

We also consider two centrality measures; degree centrality and betweenness centrality
[10]. For each node i, degree centrality is defined as the degree of node i, and be-
tweenness centrality is defined as the number of node–pairs that pass through node i.
Note that the betweenness centrality does not represent actual traffic volume that passes
through the node. However, the betweenness centrality is an important measure since it
represents whether the node plays an important role for communicating nodes or not.

The cluster coefficient for each node is ranked in ascending order in Fig. 3(a). In
the figure, the results of the Abilene topology are also presented. We can see that the
cluster coefficient for the Sprint topology is much larger than that for the BA topol-
ogy. Furthermore, the results in Figs. 3(a) and 3(d) show that lower–degree nodes are
more highly clustered with the Sprint topology; a node with two out–going links always
forms a cluster, while higher–degree nodes do not always have a high cluster coefficient.
Other interesting observations can be seen in Figs. 3(b) and 3(c), which show the diam-
eter D(i) and average distance A(i) from each node; both with the Sprint topology are
larger than those with the BA topology. A node in the BA model tends to be connected
to higher–degree nodes, and therefore any two nodes communicate with smaller hop–
counts via the higher–degree nodes. However, the results for the router–level topology
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Fig. 3. The basic properties of the router–level topology: Comparison among the Sprint, BA, and
Abilene topologies

do not exhibit this effect. Since the average distance with the Sprint topology is larger
than that with the BA topology, the small world property no longer hold with the router–
level topology. Therefore, another attachment metric, rather than the degree–based met-
ric, has to be considered to model the router–level topology, which we will discuss and
propose in Section 3. The Abilene topology shows quite different characteristics in
Fig. 3(a). With the Abilene topology, the cluster coefficient is even lower than the BA
topology, and the average path length is much longer than the Sprint topology and the
BA topology. The reason for this is apparent in that the Abilene topology is three–level
hierarchical topology.

3 Modeling Methodology for Router–Level Topologies

The results in the previous section revealed that ISP–level topologies are very differ-
ent to topologies using conventional modeling methods in that the cluster coefficient
for lower–degree nodes is high. This indicates that ISP topologies are locally clustered
networks, i.e., each node is connected to geographically closer nodes, and thus topolo-
gies attained by conventional models that do not use geographic information cannot
appropriately evaluate for network control mechanisms, such as routing control.

Fabrikant et al.’s FKP model in Ref. [11] is a method that incorporates geographical
information. However, they did not discuss in Ref. [11] whether the topologies result-
ing from the FKP model matches Internet topologies or not. The original FKP model,
which adds one link for each node arrival, actually has numerous one–degree nodes,
and is very different to the AS topology as shown in [12]. A question naturally arises
as to whether the FKP model can actually predicts router–level topologies or not. In
this section, we show that although topologies obtained with the FKP model are close
to router–level topologies, they still have a lower cluster coefficient and do not match
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betweenness centrality. We therefore propose a new modeling method to generate
router–level topologies in Sec. 3.2.

3.1 FKP Topology: Distance–Based Modeling

The FKP model proposed by Fabrikant et al. [11] revealed that the power–law prop-
erty of degree distribution can still be obtained by minimizing “distance” metrics. This
model does not use preferential attachment to add links, and instead uses minimization–
based link attachment. More specifically, the FKP model works as follows. Each new
node arrives at randomly in the Euclidean space {0, 1}2. After arriving at new node i,
the FKP model calculates the following equation for each node, j, already existing in
the network: α · wij + l0j , where wij is the Euclidean distance (i.e., physical distance)
between nodes i and j, and l0j is the hop–counts distance between node j and a pre–
specified “root” node (node 0). α is a parameter that weights the importance of physical
distance. If α has a lower value, each node tries to connect to higher degree nodes;
α = 0 is an extreme scenario that creates a star–topology. If α has a higher value, each
node tries to connect their nearest nodes. A topology with high a α is shown to behaves
like an ER topology. The power–law property of the degree distribution appears at a
moderate value of α value. Here, there are several hub–nodes in each region, and the
hub–nodes form a power–law.

Figure 4 compares the ISP topology with the FKP model with regard to the same
properties we previously discussed. In the figure, we do not use the actual Sprint topol-
ogy (ISP1), but we modified the Sprint topology by eliminating one–degree nodes and
their corresponding link since one–degree node has no impact on routing control. The
resulting topology has 439 nodes / 1516 links, and the average degree is 3.46. In obtain-
ing the results of the FKP topology, we add three links when each node arrived in order
for setting the total number of links so that it is almost the same as for the modified
Sprint topology. For the initial graph Ginit, we use the 14–node NSFnet topology with
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Fig. 4. FKP model: α = 40 (used in [11])
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geographic latitudinal and longitudinal information. The value for α is set to 40 as used
in Ref. [11].

A first impression of the results for the FKP topology is that the shape is closer
than the results for the BA topology (see Figs. 3(a) through 3(e)). However, a clear
difference appears again in the cluster coefficient; although the FKP model constructs
a more highly–clustered network than the BA topology, the cluster coefficient is still
smaller in lower–degree nodes. Another difference is that the maximum degree of the
FKP topology is low. Note that the maximum degree depends on the parameter setting.
As α gets smaller, the maximum degree can be increased. However, at the same time,
a smaller value of α leads to a star–like topology and the betweenness centrality also
becomes larger than the value in Fig. 3(e). Therefore, in the FKP model, fitting the
degree distribution by appropriate α results in mismatches on the betweenness centrality
of the modified Sprint topology.

3.2 New Modeling Method for Router–Level Topologies

The fact that the FKP model cannot construct router–level topologies because of much
larger betweenness centrality drives us to develop a new modeling method by extending
the FKP model. Our model incorporate the physical distance between nodes following
the FKP model. However, unlike the FKP model, we also incorporate the enhancement
of network equipments in ISP networks. For this, we add new links based on node
utilization in the topology. However, the problem is where to place the new link. In this
paper, we select a node that have the largest betweenness centrality in the network, and
then attach a link between neighboring nodes. From the view point of graph theory,
adding links to neighboring nodes increases to increase the cluster coefficient of the
topology. From the view point of network design, on the other hand, this corresponds
to improve reliability against network failures (e.g., link failures). It also corresponds to
decreasing utilization of nodes in the topologies; some part of the traffic that has passed
through the most utilized node is rerouted via added links.

More specifically, our algorithm works as follows. For a given initial network
Ginit(V, E), when a new node joins the network, m links from that node are added
(network growth). Besides, k links with no relation to m links are added based on node
utilization of the network, which corresponds to network enhancements by ISPs (net-
work enhancement). This procedure is continued until n nodes are added to the initial
network. Since m links and k links are added to the network at each of node join, the
resulting topology has ‖E‖ + n · m + k links, where ‖E‖ is the number of links in
the initial network. In the following, we explain the link attachment policy for network
growth (m–link addition) and policy for network enhancement (k–link addition).

Network growth model

Step 0: Set the initial network.
Step 1: For each node i ( ∈ V ) already existing in the network, calculate the attach-

ment cost to node i as

α · wij + h̄i, (1)

where h̄i is the average distance from node i to the other nodes.
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Step 2: Select m nodes in an ascending order by Eq. (1). Then add one link to each of
selected nodes.

Step 3: Go back to Step 1, until the number of nodes reaches n.

Network enhancement model

Add k links via the following steps.
Step 1: Calculate betweenness centrality for each node in the network, and then select

a node, x, that has the largest betweenness centrality in the network.
Step 2: From the set of neighbor nodes from x, select two nodes y and z, that mini-

mize,

β · wyz + (1/Dz), if Dz > Dy, (2)

β · wyz + (1/Dy), otherwise,

where β is the parameter for weighting importance to the physical distance,
and Dp denotes the betweenness centrality of node p. Note that by using the
equation 1/Dp, more traffic on node x is rerouted via the link between node y
and z.

3.3 Structural Properties of Our Modeling Method

We show the results with our modeling method in Fig. 5. Here, the number of joining
nodes n is set to 425, and we use m = 2, i.e., when each node arrive, two links are
prepared for newly arriving node. We set k = 649 so that the resulting topology has
the same number of nodes (439) and links (1519) as the modified Sprint topology. If a
one–degree node is necessary, the original FKP model that connects one link for node
arrival can be applied. For the initial graph Ginit, we use the NSFnet topology with
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Fig. 5. Results with proposed modeling method: α is 25, and β is 200
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geographic latitudinal and longitudinal information. By setting parameters α and β to
be 25 and 200, the resulting topology is very close to the Sprint topology for both
degree distribution and betweenness centrality. Note that we show the best parameter
settings for the topology that looks like the modified Sprint topology in Fig. 5. Actually,
depending on α and β, the topology differs from Fig. 5. To see the impact of parameter
settings, we show the maximum degree dependent on α for each β in Fig. 6. Apparently,
inherited parameter α from the FKP model shows the same tendency as presented in
Ref. [11]; as α get smaller, the topology becomes a star–like topology. That is, if the
maximum degree equals to n (= 425), the topology becomes the star topology. β also
impacts on the maximum degree in the topology; the maximum degree become larger
as β gets smaller (i.e., weights on the physical distance becomes smaller). Considering
that the maximum degree in the modified Sprint topology is 47, α should be greater
than 20 and the β greater than 200, to generate a realistic ISP topology with a moderate
maximum degree.

4 Application to the Evaluation on Routing Control

In this section, we demonstrate that our modeling method can be actually used for
evaluations on routing control. For this purpose, we show the link utilization of the
topology generated by our modeling method. In obtaining the link utilization, we have
to determine 1) routing methods, 2) transmission capacities of links, and 3) amount of
traffic between nodes.

For routing methods, we use minimum hop routing and optimal routing. Optimal
routing is based on the flow deviation method (see Sec. 4.1). The transmission capaci-
ties are difficult to determine since there is no publicly available information. However,
as Li et al. mentioned [4], constraints with router technology actually limit the degree
(i.e., number of ports in the router) and line speed of a port. In this paper, we give a
method to allocate the capacities of links based on router’s specification. The details
are described in Sec. 4.2. Note that link capacities obtained by Sec. 4.2 may not be ac-
tual link capacities. However, our primary purpose is to demonstrate that our modeling
method can be applied to evaluations on routing control, and thus the exact informa-
tion is not necessary here. By the same reason, we simply assume that traffic demand
between nodes is identical for every node–pair.
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4.1 Optimal Routing Method

In obtaining link utilization for each topology, we apply the optimal routing method
that is based on the flow deviation method [13]. The flow deviation method incremen-
tally changes the flow assignment along feasible and descent directions. Given objective
function T , the method set wl as a partial derivative with respect to Fl, where Fl is the
amount of traffic that traverses link l. Then, the new flow assignment is solved by using
the shortest path algorithm in terms of wl. By incrementally changing from the old to
the new flow assignment, optimal flow assignment is determined. In this study, we set
objective function T to

T =
∑

l

1/(Cl − Fl), (3)

where Cl is the capacity of link l and Fl is as defined above.

4.2 Method for Allocating Link Capacities

We allocate the capacities of links based on the technology constraints imposed by the
Cisco 12416 router, which has 16 line card slots. When a router has 16 or less connected
links, all the links can have 10Gbps capacity. If there are more than 16 links connected
to the router, the capacity for one or more of the links have to be decreased.

However, it is difficult to determine in which link capacity should be decreased.
Therefore, we allocate the capacities of links in a network so that the amount of traf-
fic between a node–pair is maximized, while satisfying the following two technology
constraints imposed by routers. See Ref.[14] for detailed algorithm.

4.3 Distribution of Link Utilization

In Fig. 7, we show the distribution of link utilization for the modified Sprint topology
(Fig. 7(a)), BA topology (Fig. 7(b)), and the topology obtained by our modeling method
(Fig. 7(c)). The vertical axis shows link utilization, and the horizontal axis represents
link index. The link index is given in an ascending order of link utilization when the
minimum hop routing method is used. Then, the link utilization of the optimal routing
method in Sec. 4.1 is shown for each link index. Figure 7(a) shows that the optimal
routing method gives smaller the maximum link utilization (about 1/3) compared with
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minimum hop routing. However, it is observed from Fig. 7(b) that a topology by the
BA model achieves much smaller of the maximum link utilization (about 1/10). These
results indicate that the link utilization in the router–level topology is much far from the
one in the conventional modeling method. From Fig. 7(a) and Fig. 7(c), we observe that
the distribution of link utilization in our topology is quite similar to that in the modified
Sprint topology for both minimum hop routing and optimal routing method.

5 Concluding Remarks

For vital network researches, a method for modeling the realistic router–level topol-
ogy urgently needs to be developed. However, we have shown that the structure of ISP
topologies is quite different from that of topologies achieved with conventional mod-
eling methods. Based on this, we have developed a new realistic modeling method for
generation of router–level topologies. In our method, when a new node joins the net-
work, it likely connects to the nearest nodes. In addition, we added new links based on
node utilization in the topology, which corresponded to enhancing network equipments
in ISP networks. The evaluation results have shown that our modeling method achieve
a good compatibility with the Sprint topology with regards to degree distribution and
the number of node-pairs passing through nodes.
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Abstract. In this paper we focus on the trend of the average path length of the 
AS-level Internet, which is one of the most important parameters to measure the 
efficiency of the Internet. The conclusion drawn by the power-law and small 
world models is that the average path length of network scales as ln(n) or 
ln(ln(n)), n is the number of nodes in network. But through analyzing the data 
of BGP tables in recent 5 years, we find that the average path length of the 
Internet is descending and the descending rate is about 0.00025 which is much 
different from the result induced from the theories. We anatomize the reason 
and find many factors will affect the value of path length, like multi-homing, 
commercial relationships and so on. Besides, the trend of the average path 
length is also drawn with mathematics. 

Keywords: As-level Internet, the average path length, power-law, small world, 
self-organized system.  

1   Introduction 

In recent years a considerable research effort has been focused on the field of complex 
networks. The main reason for this effort finds its rationale in the very pervasive pres-
ence of biological, social, or technological structures that can be described using the 
paradigm of complex networks. 

The physical Internet is one of the most common examples of complex networks in 
the real society. In the absence of accurate Internet maps many research groups have 
started large scale projects aimed at the collection of data on the topology and struc-
ture of this network of networks [1–4].  

In AS-level Internet, the path length between two ASs is defined as the number of 
edges along the shortest path connecting them. The average path length of the Inter-
net, then, is defined as the mean path length between two ASs, averaged over all pairs 
of nodes. The average path length is one of the most important parameters to measure 
the efficiency of the Internet. And it is relevant in many fields, such as routing [9], 
searching [17], and transport of information [16]. All those processes become more 
efficient when the path length is smaller. The Internet, as a power-law and small 
world network, does display small path length property.  

In this paper we care about the trend of the average path length of the AS-level 
Internet. In the previous studies [18-22, 10], the researches on the Internet path length 
can be divided into two aspects, one is the  theoretical induction from the models of 
network, such as power-law and small world; the other is the analysis on the real data 
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collected on network using traceroute or BGP data etc.. The conclusion drawn by the 
former is that the average path length of the Internet scales as ln(n) or ln(ln(n))[18-
20], n is the number of nodes in network, But through analyzing the data of BGP 
tables in recent 5 years, we find that the average path length of the Internet is de-
scending smoothly. What cause the difference between them? Does the path length of 
the AS-level Internet will keep reducing in future? And if so, what’s the scope of its 
descending rate? These questions are the tasks for this paper to solve.  

2   Background and Metrics 

In this section, we introduce the topology and several topological properties of the 
Internet.  Based on the power-law and small world nature of the Internet, the theoreti-
cal induction of the average path length is given. 

2.1   Topology of the Internet 

The Internet can be decomposed into sub-networks that are under separate administra-
tive authorities. These sub-networks are called domains or autonomous systems.  

The internet structure has been the subject of many recent works. Researchers 
have looked at various features of the Internet graph, and proposed theoretical mod-
els to describe its evolution. Faloutsos et al. [14] experimentally discovered that the 
degree distribution of the Internet AS and router level graphs obey a power law. 
Barab´asi and Albert [18] developed an evolutional model of preferential attachment, 
which can be used for generating topologies with power-law degree distributions. 
The Internet AS structure was shown to have a core in the middle and many tendrils 
connected to it. A more detailed description is that around the core there are several 
rings of nodes all have tendrils of varying length attached to them. The average node 
degree decreases as one node moves away from the core. We call these core nodes 
“rich” nodes and the set containing them the “rich club.” The rich club consists of 
highly connected nodes, which are well interconnected between each other, and the 
average hop distance among the club members is very small. So the AS graph is also 
a small-world network with very small average path length compared with the net-
work size. 

2.2   Average Path Length 

The average path length is one of the global metrics defined as the average of the 
closeness values for all nodes. Both in the power-law and small world networks, its 
value are smaller than the random networks. Now we analyze the theoretical value 
from these two models. 

A.   Small world model 

Consider an undirected network, and let us define the average path length l to be the 
mean geodesic (i.e., shortest) distance between vertex pairs in a network: 
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where dij is the geodesic distance from vertex i to vertex j and n is the number of 
nodes in the network. 

The small-world effect has obvious implications for the dynamics of processes tak-
ing place on networks. For example, if one considers the spread of information, or 
indeed anything else, across a network, the small-world effect implies that spreading 
will be fast on most real world networks. On the other hand, the small-world effect is 
also mathematically obvious. If the number of vertices within a distance r of a typical 
central vertex grows exponentially with r—and this is true of many networks, includ-

ing the random graph—then the value of l  will increase as log n. In recent years the 
term “small-world effect” has thus taken on a more precise meaning: networks are 

said to show the small-world effect if the value of l scales logarithmically or slower 
with network size for fixed mean degree. 

Logarithmic scaling can be proved for a variety of network models [18][29], in-
cluding the Internet. So according to the small-world model, the average path length 
of the Internet will increase as log n. 

B.   Power-law model 

Let us start from a given node and find the number of its nearest, next-nearest, … , m-

th neighbors. Assuming that all nodes in the graph can be reached within l steps and 
Zm is the average number of m-th neighbors, we have 
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For the power-law of networks, the degree distribution of nodes follows equation (3): 

( ) ,        for 1P k Ck kγ−= ≥  (3) 

According to the equation (2) and (3), the average path length l can be induced as: 

ln( ) ln[ ( ) / ( 1)]
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ln[ ( 2) / ( 1) 1]

n
l

ξ γ ξ γ

ξ γ ξ γ

+ −
= +

− − −
 (4) 

Equation (4) indicates that its average path length scales logarithmically with its size 
n in power-law networks. 

So in the networks of small world and power-law, the average path length would 
all increase equal or little less than logarithmically with its size. The Internet is both 
small world and power-law, so the theoretical value of its average path length 
l should also obey this rule. But is this really true? In the next section, we will verify 
the result with the statistic of the real data. 
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3   Statistic of Average Path Length  

In order to observe the change of l , we collect the data of BGP tables over five years 
from Route-views project [27], and distill the AS_PATH attribution in them.  

Fig 1 [27] is the average ASs path length sampled on 20000 points by AS1221 and 
AS 4637 during 2001-2006, the Average values are 3.4611 and 3.3352 separately. 
And we can also see that the value is reducing smoothly, which differs much from the 
theoretical induction in section 2. What causes this to happen?  

In order to answer this question, we focus on the process of developing models of 
the Internet AS-level connectivity. Single ASs as the Internet’s fundamental building 
blocks are designed largely in isolation and then connected according to both engi-
neering and business considerations. So the true growth model of the Internet is not as 
simple as the famous BA model or WS model in power-law or small world networks. 
Just because the complexity of the network makes the real situation different from the 
result induced from the simple models. But the characteristics of the Internet are still 
obeying the basic principles as power-law and small world, as the degree correlations, 
small diameter, and small clustering coefficient etc. 

 

Fig. 1. The Average AS Path from 2001-2006 

The reducing of the average path length of the AS-level Internet is because every 
AS has its own intentions (i.e. intelligence) and their games happened in the network. 
Concretely, some mechanisms like multi-home, commercial relationship, routing 
protocols, and even human beings can all change the trend of the average path length, 
and make it reduce. 

1) Multi-home can make the path length shorter. Multi-home is the result of network 
evolution. The probability of the selecting another AS is descending exponentially. 
In this way, the distance between ASs can be shorter by these shortcuts, just as the 
long-range edges in the small-world WS model [26]. The probability of multi-home 
in the AS is increasing very quickly, which can reduce the forwarding cost greatly. 

2) Commercial relationship makes the ASs together, especially the peering relation-
ship. If two ASs attract each other with their forwarding ability, they make the peer-
ing relation. Sometimes, they build special tunnels between them to get the high 
speed or bandwidth. So the average path length of the network can reduce further. 
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The main spring of the Internet growth is the minimizing of forwarding cost. So in 
order to reach this ambition, the average path length must reduce and is reducing now. 

4   Prediction on the Average Path Length 

In section 3, we know the average path length of ASs is reducing because the special 
growth pattern of the Internet. This change looks random and out-of-order, but 
through the analysis of the previous data, we find that the trend of the average path 
length can be predicted. It also obeys a special rule. In this section we will analyze 
this trend and estimate its descending rate. 

The Internet follows the power-law, so it has power-law parameters.  

Definition 1. rank exponent: The out-degree, dv, of a node v, is proportional to the 
rank of the node, rv, to the power of a constant, R: 

R
v vd r∝

 
(5) 

Definition 2. hop-plot exponent: The total number of pairs of nodes, P(h), within h 
hops, is proportional to the number of hops to the power of a constant, H: 

( )P h h∝ H , h<Diameter(G) (6) 

Definition 3. The average size of the neighborhood, NN(h), within h hops as a func-
tion of the hop-plot exponent, H, is 

( ) 2
( ) 1 1

P h N E
NN h h

N N

+= − = −H

 
(7) 

Here, NN(h) is the accumulation of the parameter Zm in equation (2). The average 

path length l can be induced by equation (2) and (7) as: 

 

Fig. 2. The Curves of R and H and the Residuals of Linear Fitting 
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According to the nature of power-law, the relation between the edges number E and 
the nodes number N is present in equation (9): 
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The proof of formulation 9 can be found in [13][14]. So formulation 10 can be in-
duced by formulation 8 and 9: 
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   Fig. 2.  
 

Fig. 3. The Growth of ASs Number Fig. 4. Prediction of Average Path Length 

So the average path length l can be calculated by R, N and H. The curves of R and 
H from 1997 to 2005 are printed in Fig.2. The number of ASs, N, was increasing in 
exponent rate by 2001, but the curve is nearly linear from then on, shown in Fig.3. In 
order to get the functions of time variations of R, N, and H, their curves are linear 
fitted by Matlab. Equations 11, 12, 13 were produced; the unit of t is day. 

N =  6t+82 (11) 
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R = 52.26 10 0.76t−× −  (12) 

H =  
-4

7.12 10 4.6t× +  (13) 

Fig.4. predicts the average path length of ASs from 2006 to 2012, which shows 
that the value is reducing smoothly. The slope of the linear is less than -0.00025. So 
we can see, the average path length of ASs will be 3.0 in 2012.   

5   Conclusion 

In this paper we focus on the trend of the average path length of the AS-level Internet. 
The conclusion drawn by the power-law and small world models is that the average 
path length of the Internet scales as ln(n) or ln(ln(n)), n is the number of nodes in 
network. But through analyzing the data of BGP tables in recent 5 years, we find that 
the average path length of the Internet is descending smoothly and the descending rate 
is less than 0.00025. We anatomize its reason and find many factors will affect the 
value of path length, like multi-home, commercial relationships and so on.  

The physical Internet is one of the most common examples of complex networks in 
the real society. Its growing structure is the result of competitive and cooperative 
processes, in which individual choice, optimization criteria, and policy-driven strate-
gies cooperate with the lack of any centralized control in determining the self-
organized evolution of the system. All these factors lead to the differences from the 
regular growth models of power-law or small world. The Internet is a network which 
has the characteristics of power-law and small world, besides these, it is also an intel-
ligence self-organized system. So in most cases, we should not analyze its properties 
just based on the regular models and simplex theories. This is the most important 
conclusion we draw from our work. 
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Abstract. A characteristic of mobile ad hoc networks, mobility leads
to frequently update multicast routing information based on network
multicasting. For the reason, comparatively lots of control signaling
messages are generated, so bandwidth of wireless media and limited
battery power of mobile nodes are inefficiently consumed. To improve
the shortcomings, overlay multicast protocols on application layer
has been proposed; however, some of them have another shortcoming
which is that the number of unnecessary data forwarding among
multicast members increases. Additionally, they hardly support network
scalability. Thus, this paper proposes An Implicit Cluster-based Overlay
Multicast Protocol Exploiting Tree Division (ICOM-TD) for Mobile
Ad hoc Networks to improve their shortcomings. Finally, we evaluate
performance of ICOM-TD through numerical analysis about complexity
of multicast routing and simulation in comparison with existing multi-
cast mechanisms for ad hoc networks on end-to-end time delay, packet
overhead, and delivery ratio.

Keywords: Mobile Ad hoc Networks, overlay ad hoc multicast,
implicit-clustering.

1 Introduction

Mobile nodes comprising Mobile Ad hoc Networks (MANET)[1] have a func-
tion of host-specific routing. MANETs have two main considerations, limited
battery power and dynamic topology. This paper proposes a protocol for group
communications in MANETs. Multicast protocols in wired networks can exploit
optimal routes to deliver multicast data in the absence of network failures. On
the other hand, multicast protocols in MANETs must consider control overhead
for maintenance of multicast routing trees owning to frequent changes of network
topology. In other words, generation of lots of control messages for such main-
tenance inefficiently consumes bandwidth of wireless media and also promotes
consumption of limited battery power of mobile nodes. That is, multicasting for
MANETs needs to consider how to efficiently consume limited battery power and
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bandwidth of wireless media owning to topology changes than how to optimally
establish multicast routes.

The rest of this paper is organized as follows. Section 2 shows analysis about
related work, and then Section 3 fully presents an Implicit Cluster-based Overlay
Multicast Protocol Exploiting Tree Division (ICOM-TD) for MANETs. The per-
formance evaluation of the ICOM-TD is followed in Section 4. Finally, further
works and concluding remarks are made in Section 5.

1.1 Analysis of Related Work

This paper significantly divides the previously proposed multicast protocols in
MANETs into two categories. One of them is network layer multicast. This re-
quires that all nodes should support multicast routing protocol on network layer
although some of the nodes do not join multicast groups. The other is applica-
tion layer multicast, which is called, overlay multicast. Application layer mul-
ticasting has more reliable transmission than network layer multicasting since
application multicasting exploits unicast routing. Network layer multicasting en-
ables to transmit multicast data to densely distributed nodes in the transmission
range at one time, but application layer multicasting should transmit multicast
data as many time as the number of multicast group members in the same situ-
ation because it exploits unicast media(see Fig. 1). Such a property could be a
shortcoming for MANETs, which has mobility and limited battery power.

The network layer multicast protocols are divided into backbone-based mul-
ticasting and source-specific multicasting. Backbone-based multicasting exploits
tree or mesh algorithm to establish multicast routing paths. They need control
messages to maintain and update the routing information when network topol-
ogy changes. It results in waste of wireless resources and limited battery power.
A Multicast Protocol for Ad hoc Wireless Networks(AMRIS)[2] and Multicast
Ad hoc On-demand Distance Vector Routing(MAODV)[3] are tree-based multi-
cast protocols. They have a defect which is that children of a tree cannot receive
data when their parents have a transmission fault. Mesh-based multicast pro-
tocols, such as On-Demand Multicast Routing Protocol(ODMRP)[4], establish
all possible routing paths between multicast sources and receivers, so it is more

Fig. 1. A multicasting propagation model: (a) Overlay multicasting on application
layer; (b) 1-hop multicasting on network layer
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stable for link failures than trees. ODMRP would inefficiently consume band-
width of wireless media since it exploits duplicate paths from a multicast source
to receivers. Source-specific multicasting collects information of all nodes for
multicasting and then delivers data through source-specific multicast routing. It,
however, restricts to the number of data forwarding so only support small multi-
cast groups. There is an example, Differential Destination Multicast-A MANET
Multicast Routing Protocol for Small Groups(DDM)[5].

Application layer multicast protocols are divided into statefull and stateless
multicasting. All members in statefull multicasting exploit their own multi-
cast routing information to forward data (AMRoute: Ad hoc Multicast Routing
Protocol[6]). To update multicast routing information due to topology changes,
it also needs control messages like AMRIS, MAODV, and ODMRP. In addition
to the shortcoming, its overlay multicast trees (OMTs) could increase the num-
ber of unnecessary data forwarding among multicast members on link layer. For
instance, the number of data forwarding from S to m2 via m1 is 4 in terms of the
OMT in Fig. 2(a). After network topology changes in Fig. 2(b), the number of
data forwarding from S to m2 via m1 with the same OMT is 6, which is increased
from 4. The control messages to optimize OMT results in the same problems as
AMRIS, MAODV, and ODMRP.

Stateless multicasting, such as Effective Location-Guided Tree Construction
Algorithms for Small Group Multicast (LGT)[7] and Efficient overlay multi-
cast for mobile ad hoc networks (PAST-DM)[8], possibly improves the prob-
lems because only multicast sources collect information for OMTs and establish
multicast routing paths. In similar to source-specific multicast routing, it also
supports only small group communications since it piggybacks multicast routing
information in data packets. Network scalability problems are possibly improved
by Cluster-based hierarchical multicasting (Efficient End System Multicast for
Mobile Ad Hoc Networks; NICE-MAN). It exploits broadcast media for multi-
casting to densely distributed nodes in the transmission range. For doing that, it
establishes clusters and clusterhead-based hierarchical OMTs. NICE-MAN im-
proves almost all shortcomings on multicasting in MANETs, but its clustering

Fig. 2. Comparison of the number of propagation in terms of network topology changes:
(a) Before network topology changes, data forwarding according to the overlay multi-
cast tree, (b) After network topology changes, data forwarding according to the same
overlay multicast tree
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mechanism needs to periodically exchange explicit control messages for main-
tenance. Such explicit control messages cause link overhead and performance
lowering in highly dynamic network topology.

This paper proposes a novel overlay multicast protocol to overcome the short-
comings which multicast protocols [2,3,4,5,6,7,8,9] have for MANETs.

2 An Implicit Cluster-Based Overlay Multicast Protocol
Exploiting Tree Division (ICOM-TD)

The proposed protocol, named ”An Implicit Cluster-based Overlay Multicast
protocol Exploiting Tree Division (ICOM-TD),” in this paper belongs to appli-
cation layer multicasting, stateless multicasting, and cluster-based multicasting.
Following states protocol design principles and assumptions of ICOM-TD.

2.1 Protocol Design Principles and Assumptions

The ICOM-TD has four principles for protocol design. First of all, it is based
on application layer multicasting for more reliable communications. Second, it
exploits a single-hop clustering scheme. The single-hop clustering can help mul-
ticast data to densely distributed group members in the transmission range
through broadcast media at one time. Explicit-clustering [10], however, exploits
periodic beacon messages to establish and maintain their clustering structures.
The ICOM-TD presents an implicit-clustering scheme by multicast sources. This
is named, implicit-clustering. Third, it is also based on stateless multicasting in
order to reduce control messages. Thus, all multicast members do not have to
establish their own multicast routing information. It means they can save their
limited battery power. Fourth, data packets in the ICOM-TD is delivered after
piggybacking control information, such as multicast routing and clustering state
information, so size of the control information cannot help being restricted. This
is a cause not to support large number of multicast groups. To improve the
problem, the ICOM-TD additionally exploits an overlay multicast tree division
algorithm.

The ICOM-TD needs three assumptions for the principles like follows.

– All mobile nodes in MANETs should have homogeneous wireless network
devices, so their transmission ranges are the same.

– All mobile nodes can sense their own geographical information.
– All multicast group members should have basic information for multicasting;

for example, multicast addresses.

The ICOM-TD assumes that all mobile nodes communicate through homoge-
neous wireless network media and size of their transmission ranges are the same
in order not to make it complicated. Abilities of mobile nodes to sense geograph-
ical information are required for construction of implicit-cluster.
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Fig. 3. Network architectures for Implicit Cluster-based Overlay Multicasting

2.2 Network Architectures

Mobile nodes joining multicast groups take the proposed protocol, ICOM-TD,
on application layer. They are Multicast Member (MM). A MM which gener-
ates and sends multicast data is Multicast Source (MS). A MM which only
receives the multicast data is Multicast Receiver (MR). Also, MRs neighboring
in a transmission range are Multicast Neighbors (MNs). The Fig. 3 shows net-
work architectures of ICOM-TD. Each MR belongs to a cluster, which is named
Multicast cluster. A MR in a multicast-cluster is in charge of the other MRs as
a clusterhead. Clusterheads has a function to receive data from a MS and mul-
ticast the data to its clustermembers through broadcast media. In addition, the
clusterheads join overlay multicast trees (OMTs), which are created with their
geographical information by MSs. The clusterhead-based OMTs are exploited as
multicast paths from a MS to MRs.

2.3 Protocol Description

Operations of the ICOM-TD are divided into two procedures. They are con-
struction of implicit multicast clusters, division of overlay multicast trees and
propagation.

Construction of implicit multicast clusters. At first, MRs which want
to join multicast groups send a JoinRequest message to a MS of the multicast
group through unicasting. The JoinRequest message includes {coordinate #x,
coordinate #y, node address ID} information, which is exploited for construction
clusters by the MS. Whenever the MS receives the information, it adds the
member information to its group member list. And then it selects clusterheads,
which should have the most MNs in its transmission range to adjust the OMTs.
Node density inside the transmission ranges of the selected clusterheads becomes
the highest. Thus, a clusterhead and its MNs organize an implicit multicast
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cluster as shown in Fig. 3. After the MS constructing clusters, it sends JoinReply
messages back to the MRs which wait to join groups. The JoinReply messages
include {address ID of the MRs clusterhead} information, and each of the MRs
recognizes its clusterhead ID after receiving the JoinReply message.

Division of overlay multicast trees and propagation. It is impossible that
a data packet piggybacking unlimited size of multicast routing information. The
unlimited size of routing information means scalable networks. The ICOM-TD
supports such network scalability by using the algorithm of OMT division and
propagation.

The divided OMTs construction algorithm is based on Prim’s algorithm of the
Minimum Cost Spanning Tree (MST) [11]. In the proposed algorithm, a constant,
n, is the total number of clusterheads, and T is a set of links among clusterheads
compris-ing a clusterhead-based OMT. TV is a set of clusterheads comprising
a clusterhead-based OMT; however, it assumes that TV should include at least
one clusterhead closest to a multicast source. Also, D(u, v) is distance between
two clusterhead u and v, and r is a radio transmission range of ad hoc network
nodes.

Algorithm I. Construction of divided overlay multicast trees

Begin
T = { } ;
TV = { ... } ; /* TV has at least one of the nearest

cluster-heads to multicast source */
while ( T contains fewer than n-1 connected links ) (1)
{
let D(u, v) be a distance between u and v ;
let (u, v) be the nearest to each other

such that u TV, v TV, and r < D(u, v) < 3r ; (2)
if ( there is no such link to connect or (3)
T has the limited number of connected links )

break ;
add v to TV ; (4)
add (u, v) to T ; (5)

End

2.4 Group Communications of the ICOM-TD

Multicast Data Delivery from a MS to MRs is significantly divided into three
stages. At the first stage, the MS transmits a data packet which piggybacks one of
divided OMTs, to one of the clusterheads through unicasting. The divided OMTs
mean overlay multicast routing information. The clusterhead which is sent the
data packet to decides the next clusterhead to forward according to the divided
OMT in its packet. And then it forwards the data and replies an Acknowledge-
ment message to the MS. The Acknowledgement message includes information
of clustermembers. All clusterheads do overlay routing in the same way. At the
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second stage, each clusterhead, which finishes forwarding the packet, broadcasts
the received data to its own clustermembers. The clustermembers replies an
Acknowledgement message to their clusterhead. Each clusterhead manages in-
formation their clustermembers via the Acknowledgement message. At the last
stage, clustermembers which manage information of clusterguests forward the
data to the clusterguests. The clusterguests replies ForwardingAck message to
the clustermembers.

3 Performance Evaluation

Performance evaluation is established with one issue, complexity of multicast
routing structures. Also, this paper compares performance of the ICOM-TD on
time delay, packet overhead, and delivery ratio with existing multicast mecha-
nisms through simulations. The simulation is established by the simulation tool,
QualNet ver.3.8 [12], and parameters exploited in the simulations are given on
a Table 1.

3.1 Analysis on Rates of Participation in Multicast Routing

Complexity of routing structures significantly affects performance of multicast-
ing. The complexity depends on the number of nodes participating in multicast
routing structures, and is presented by rates of participation in multicast rout-
ing, R which is rates of the number of nodes participating in multicast routing
structures of total multicast group members as follows:

R =
# of nodes participating in multicast routing structures

# of total multicast group members
(1)

Multicast routing protocols on network layer [2,3,4,5] should be loaded on not
only multicast members but nonmembers. It is because both members and non-
members should take part in multicast routing structures to forward multicast
data. Hence, a rate of participation of multicasting on network layer, RN , is
given by:

m

m
= 1 ≤ RN ≤ m + n

m
, for m ≥ 1 and n ≥ 0, (2)

where m is the number of multicast group members, and n is the number of
non-members participating.

Table 1. Simulatioin Parameters

Simulation network space 1500m x 1000m
The total number of nodes 100 nodes

Multicast group size 10, 0, 30, 40, 50, 60, 70, 80, 90, and 100 nodes
Speed of nodes uniform over [0, 20] m/s

Transmission range uniform 250m
Simulation time 300 seconds
Mobility models No mobility and Random way point
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In the cases of nonhierarchical multicasting on application layer [6,7,8], only
multicast group members take multicast routing protocols and join multicast
routing structures. A rates of nonhierarchical multicasting on application layer,
RA, is figured out by:

RA =
m

m
= 1, for m ≥ 1 (3)

Additionally, in the cases of hierarchical multicasting on application layer, based
on clustering; for example ICOM-TD and [9], clusterheads, which are selected
from their members, only participate in multicast routing structures. Its rate of
participation, RC , therefore, is given by:

RC =
rclusterhead(m − 1) + 1

m
≤ 1, for m ≥ 1 and 1 ≥ rclusterhead ≥ 0, (4)

where rclusterhead is a rate of the number of clusterheads and the number of
members. A following result is derived from (2), (3), and (4) in comparison of
their magnitudes:

RC ≤ RA ≤ RN , for n ≥ 1 and rclusterhead �= 0, (5)

At this point, if all clusters do not have any member (rclusterhead=1) and there
exist only multicast members in the networks (n = 0), magnitudes of their rates
are the same as 1 (RN = RA = RC = 1). Except the situation, hierarchical
application-multicasting like the ICOM-TD has the fewest rate of participation
of all. That means complexity of its multicast routing structure is also the lowest
in comparison with network and nonhierarchical multicasting.

3.2 Simulation Experimental Results

The metrics of simulation for performance evaluation are time delay, packet
overhead, and delivery ratio over changing the number of group members.

In addition, to evaluate performance of clustering and tree division schemes for
application multicasting, this paper selects LGT[7] and NICE-MAN[9] as com-
parison targets. The LGT of the nonhierarchical application multicast protocols
have comparatively stable operations for node mobility. On the other hand, The
NICE-MAN stably supports scalability of MANETs by exploiting shared overlay
trees in hierarchical application multicasting.

Simulation results for performance evaluation are analyzed with three stages.
For the first stage, average end-to-end delay time between multicast sources and
members in hierarchical application multicasting is a comparatively shorter than
the others as shown in Fig. 4(a, d). In the LGT, the delay time increases in pro-
portion to increment of group members, but increment rates of the delay time
of ICOM-TD and NICE-MAN are not significant when the number of group
members increase more than 50. The LGT should deliver multicast data to all
group members via unicast relaying, while the ICOM-TD and NICE-MAN do
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Fig. 4. Simulation results: (a) end-to-end time delay in static topology; (b) packet
overhead in static topology; (c) delivery ratio in static topology; (d) end-to-end time
delay in dynamic topology; (e)packet overhead in dynamic topology; (f) delivery ratio
in dynamic topology

not need to deliver data to all group member via unicast relaying but only se-
lected clusterheads, which are a part of all members. In addition, the number
of clusterheads does not increase more than the threshold even though group
members continuously increase. The other members except the clusterheads re-
ceive data via broadcast media; therefore, their end-to-end delay time is shorter.
In Fig. 4(d), much longer delay time between 50 and 80 group members causes
cluster reconstruction owing to topology change. Nonetheless, we can obtain the
same simulation result as Eq. (5) in the subsection 4.1. It could be stated that
The ICOM-TD and the NICE-MAN has similar results on end-to-end time delay,
but performance differences between them is dependent on differences of their
multicast routing structures.
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For the second stage, the ICOM-TD generates lower signal and data packet
overhead than the LGT and NICE-MAN. As shown in Fig. 4(b, e), the ICOM-TD
generates around 51.3% signal and data packets of the LGT and around 65.4%
signal and data packets of the NICE-MAN. In other words, the ICOM-TD re-
duces around 48.7% packet overhead of the LGT and 34.6% of the NICE-MAN.
Likewise, there are the two reasons about the performance differences. First, it
is periodic control messages. Second, clustering information in the ICOM-TD
is piggybacked in JoinRequest messages and collected to a multicast source.
Clusters are implicitly constructed and maintained by the multicast source. In
addition, node’s control information is replied to clusterheads and the multicast
source with ForwardingAck messages. There is no explicit control message in
the ICOM-TD. Second, as shown in Eq. (3), the LGT delivers data to all mem-
bers via unicast relaying, but the ICOM-TD and NICE-MAN deliver data to
only clusterheads via unicast relaying. The other members receive the data via
broadcast media.

For the last stage, the ICOM-TD has similar performance to the LGT and
NICE-MAN on delivery ratio as shown in Fig. 4(c, f). They are all application
multicast routing protocols, so they exploit reliability of transport layer proto-
cols and unicast routing protocols for data delivery. That is, if there are unicast
routes from multicast sources to members, it is highly possible to deliver their
multicast data; thus, they all have high delivery ratio.

Delivery ratios among them in static topology have differences while their
delivery ratios are all similar in dynamic topology as Fig. 4(c, f). It is because
multicast routing information can be repaired owing to node mobility but it is
hard to repair routes to unreachable nodes once nodes are randomly distributed
first in static topology.

4 Conclusion and Future Work

Efficient energy consumption, wireless bandwidth consumption, and network
scalability are essential considerations for MANETs. This paper analyzed short-
comings of existing protocols and the ICOM-TD to improve the shortcomings.
This paper proves that the ICOM-TD keeps high delivery ratio, supports net-
work scalability via implicit clustering and tree division, and reduces inefficient
energy consumption owing to high control and data packet overhead through
simulation results. For doing that, we believe the ICOM-TD have better perfor-
mance over improving such shortcomings of the others.

This research has two issues for future work. First, the ICOM-TD has a defeat
for many-to-many multicast routing because it exploits source-specific multicast
routing and clustering. On the other hand, the NICE-MAN has already con-
sidered many-to-many multicast routing through shared multicast routing tree
schemes. Seocond, the algorithm to construct divided overlay multicast trees is
also should be more improved. The divided overlay multicast trees must be opti-
mized with regard to unicast routing information on network layer. It is necessary
to reduce inefficient battery consumption and support network scalability.
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Abstract. In a mobile ad-hoc network (MANET), in order to route a
packet between any nodes, nodes should have their unique IP address in
the network. In our previous work, we introduced and compared three
IP assignment mechanisms, namely RADA, LiA, and LiACR. In RADA,
a randomly-selected IP address in a specified address space is assigned
to a joining node, which results in poor utilization of the address space
with a great deal of address conflict. LiA allows a joining node to be
assigned to the current maximum address + 1, that is, linearly from the
address space. Although LiA utilizes the address space better, it takes a
long time to complete address assignments due to address conflict in case
that several joining nodes require the same IP address. LiACR allows si-
multaneously joining nodes to have their IP addresses according to the
node ID-based order. However, it relies on reliable exchange of control
messages in the wireless network. Since broadcasting is inherently unre-
liable, we therefore propose an enhanced version of the LiACR protocol,
called E-LiACR, which copes with the unreliable broadcasting through
the help of neighbor nodes. Through ns-2 simulations, we show that E-
LiACR performs better than LiACR in terms of IP address allocation
time, number of address conflicts, and control message overhead.

1 Introduction

A mobile ad-hoc network (MANET) [1] is a wireless network consisting of mobile
nodes without any infrastructure. In a MANET, as its network topology is so
dynamic due to node mobility, routing packets in the network are very important,
but difficult as compared to the fixed Internet. Hence, the Internet standard
body like IETF (Internet Engineering Task Force) has standardized AODV [2]
and OLSR [3] as reactive and proactive routing protocols, respectively.

In order to route a packet between any two nodes, they should be able to be
identified uniquely in the network. Hence, for the purpose of the identification,
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a node is assigned its own unique IP address by considering a smooth future
integration with the fixed Internet. Furthermore, an address assignment by a
gateway node simplifies the solution. Since a MANET, however, is easily de-
tachable from the fixed network, any two nodes in the detached MANET should
also be able to communicate with each other and a new joining node should be
able to obtain its own unique IP address in the detached network, which requires
us not to rely on the gateway node. In addition, a centralized address assignment
approach, where a selected server in the network is responsible for assigning a
unique address to a new joining node, is not desirable due to the overhead of
the server election, in the case that the server moves out of the network. Hence,
many distributed IP address assignment mechanisms have been proposed. In
particular, an effort to standardize so-called address auto-configuration protocol
has been made for IETF Autoconf Working Group [4]. In the address auto-
configuration technique, two main processes are considered: First, an efficient
protocol should allow a new joining node to acquire its unique ID address in its
joined network. Second, a MANET can be easily partitioned into several sub-
networks, they can be merged into a MANET due to node mobility, and some
different MANETs can be merged into a MANET. Since an address assignment
can be performed independently of the different networks, the duplicate address
detection and resolution mechanisms should be devised in the merged network.

In our previous work [5], we introduced and compared three IP assignment
mechanisms, RADA, LiA and LiACR. In RADA, a random address from avail-
able IP addresses in the network is selected and assigned to a joining node. In
particular, since a randomly-selected address can already be occupied by an ex-
isting node, it is possible that RADA spends much time in performing duplicate
address resolution. To avoid the overhead, LiA enables an IP address of the max-
imum IP address + 1 to be assigned to a joining node with an additional goal of
utilizing IP address space more efficiently. However, if several joining nodes try
to get the same IP address simultaneously, only one node of them (called win-
ner) will have the IP address after winning the contention and the rest of them
(called losers) will continue to contend for the IP address of the new maximum
IP address + 1. Such repeated procedures are needed until all contending nodes
are assigned their unique IP addresses. Hence, LiACR allows the losers to select
their addresses differently according to a precedence to avoid such a unneces-
sary repetition. However, LiACR assumes that during the contention resolution
to decide a winner, control messages should be reliably broadcasted in the net-
work. The violation of the strong assumption forces the LiACR protocol not to
work properly. Since broadcasting is inherently unreliable we, therefore, propose
an efficient address assignment to enhance the LiACR protocol.

In this paper, we focus on how to efficiently assign IP address to a joining
node in a MANET. Since many protocols dealing with network partitioning and
merging have been proposed, our protocol can adopt their approaches for the
purpose. The rest of our paper is organized as follows. In Section 2, we will
describe our previous work [5], namely LiA and LiACR mechanisms in detail,
because our protocol is the enhanced version of the LiACR. Our protocol is
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presented in Section 3, which is followed by a simulation study using the ns-2
simulator in Section 4. Finally, concluding remarks are provided in Section 5.

2 Related Work

2.1 LiA Protocol

When a host is powered on or joins a MANET, it waits for a BEACON message
from the network. If it does not receive the BEACON message within a certain
time period, it concludes that it is the initial node of the network. Then it selects
the first IP address from the usable IP address pool as its own IP address.
However, if other nodes already exist, a node joining the network will receive a
BEACON message containing the ‘maximum IP address(Max.IP )’ used in the
network during a specific period.

A new node joining the network selects its candidate IP address (i.e., Max.IP+
1) and broadcasts the ANNOUNCE message to confirm the IP address that it will
use. If the new node receives other control messages (i.e., an ANNOUNCE or a
WINNER) with an identical IP address before the confirming timer expires, an
address conflict is apparent. Hence, a winner and several losers are determined on
the basis of the nodes’ IDs, such as a MAC address. The winner with the small-
est ID broadcasts the WINNER message so that other losers will re-attempt the
address requisition process. In addition, the winner broadcasts its BEACON mes-
sage with its new Max.IP .

Algorithm 1. LiACR Algorithm
1: if WAIT BEACON TIMER expires then
2: choose the initial address in address pool and broadcasts a beacon periodically.
3: else if a BEACON is received before WAIT BEACON TIMER expires then
4: sets a candidate IP address (Max.IP + 1), broadcasts ANNOUNCE message,

and starts ANNOUNCE TIMER.
5: if ANNOUNCE TIMER expires without any other control messages then
6: sets its local IP address using a candidate IP address

and sends BEACON periodically as the initial node .
7: else if other ANNOUNCE message is coming with the same candidate IP address

then
8: calculates the precedence value based on its ID.
9: if ANNOUNCE TIMER expires and the nodes precedence value is 0 (the highest)

then
10: sends WINNER and does the same process when ANNOUNCE TIMER expires

without any other control messages
11: else if ANNOUNCE TIMER expires and the nodes precedence value is not 0 then

12: candidate IP Address += the precedence value
and re-initiates the ANNOUNCE process.
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2.2 LiACR Protocol

In LiA, if several joining nodes try to get the same IP address, only one node
will acquire the IP address after winning and the rest of them will continue to
contend for the IP address of the new maximum IP address + 1. Such repeated
procedures are needed until all contending nodes are assigned their unique IP
addresses.

In LiACR, therefore, a node which has sent an ANNOUNCE message waits
for other ANNOUNCE messages during a pre-defined period, ANNOUNCE TI-
MER. Using the IP address information collected during this period, it checks
whether its ID is the smallest. If so, it becomes the winner, broadcasts a WIN-
NER message, and then uses its candidate IP address as its local IP address.
Otherwise, it is a loser and its candidate IP is increased, not by 1, but by a prece-
dence value based on the collected node IDs. All losers retry to acquire their IP
addresses by using the same procedure until they obtain their IP addresses (see
Algorithm 1).

3 Our E-LiACR Protocol

3.1 Assumption and Notations

We assume that every node has a unique identifier, and that these identifiers are
uniformly assigned throughout the field. For a description of our E-LiACR, we
use the following notations.

– Nj = joining node.
– {Nj} = set of joining nodes at the same time.
– NADDR = node’s allocated address.
– NCAND = joining node’s candidate address.
– Max.IP = the maximum IP address in the network.
– NMAX = the node with the Max.IP in the network, or the initial node in

the network.
– NNEI = joining node’s neighbor node.
– NWIN = the node with the smallest ID among the nodes which broadcasted

ANNOUNCE messages (i.e., WINNER node).
– {NLOS} = other nodes with larger IDs than the WINNER node (i.e., LOSER

nodes).
– NID = node ID (predetermined node value).
– RCVID = received message’s node ID.
– REQADDR = requested address included in the received message.
– PCNT = the priority counter set after calculating RCVID. It is calculated

with NID.
– MAXPOOL = maximum value in the address pool.
– nextAddr = joining node’s new candidate address from CANCEL message.
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3.2 Control Messages and Timers

The four types of messages are the following:

– BEACON: NMAX periodically broadcasts this message in order to notify
other network nodes of Max.IP (SEND BEACON state). When a new join-
ing node hears it, the node selects Max.IP + 1 as its candidate address.

– ANNOUNCE: Nj broadcasts this message in order to notify other network
nodes of its candidate address (SEND ANNOUNCE state). Other nodes like
Nk (k != j) and NNEI include their IP addresses and IDs in the message.

– WINNER: If a node which broadcasted its the ANNOUNCE message has
not received any other the ANNOUNCE messages, or if it has the smallest
ID among the nodes which broadcasted ANNOUNCE messages, the node
broadcasts the WINNER message to notify other network nodes that it will
have Max.IP (SEND WINNER state). On receiving the WINNER message,
the NNEI of the message checks if the IP address used by the node which sent
the WINNER message (called winner node) was selected according to the
ID-based order. If not, it will send the CANCEL message to the WINNER
node.

– CANCEL: If a node broadcasted the BEACON or WINNER message, vi-
olating the address assignment rule according to node ID-based order, its
neighbor node detects the violation and sends the CANCEL message to the
node.

In addition, four timers are needed in our E-LiACR.

– WAIT BEACON TIMER: This timer is set as soon as Nj joins a MANET
(WAIT BEACON state) and is cancelled if a BEACON message is received
from NMAX .

– ANNOUNCE TIMER: This timer set in order for a new joining node to
notify its candidate address of other network nodes and to receive any other
ANNOUNCE message(s) from them (SEND ANNOUNCE state).

– SEND BEACON TIMER: This timer is set by a node with Max.IP . It is
an interval that broadcasts a new BEACON message.

– WINNER TIMER: If a node has not received any ANNOUNCE message
during ANNOUNCE TIMER, or it has the smallest ID among the nodes
which broadcasted ANNOUNCE messages during the period, it will broad-
cast its WINNER message and wait for any CANCEL message during the
WINNER TIMER.

The operation of E-LiACR shown in Figure 1 is described according to each type
of received message and the timer expiration.

3.3 E-LiACR

In order to overcome the unreliable broadcasting, E-LiACR allows the neighbor
nodes of a joining node to provide the joining node with its IP address. E-LiACR
operates as follows.
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recv ANNOUNCE
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Fig. 1. State Transition

Initially, a joining node waits for a BEACON message during the WAIT BEA-
CON TIMER period. If there is no BEACON message received before the timer
expires, the node selects a random IP address and starts broadcasting the BEA-
CON message with this selected address as the Max.IP . If its neighbor nodes,
however, existed and the node failed to receive any other BEACON message
due to unreliable broadcasting, they can send the CANCEL messages with the
Max.IP to the node in order to allow the node to cancel its selected address as
well as to notify the node of the Max.IP address. Thereafter, when the node
becomes aware of the Max.IP through the BEACON or CANCEL message, it
broadcasts its ANNOUNCE message with Max.IP + 1 as its selected address.
Through the ANNOUNCE messages from the nodes joining simultaneously, their
IDs are exchanged. After an ANNOUNCE TIMER expires, the node with the
smallest ID will be assigned Max.IP + 1 and it will broadcast the WINNER
message to notify the other nodes of the new Max.IP . In the case that a node
broadcasts its WINNER message because it failed to know its position in the ID-
based order among the joining nodes, its neighbor nodes will send the CANCEL
message to the node in order to enable the node to know its candidate address,
according to the ID-based order.

If a node which broadcasted its WINNER message, did not receive any other
messages before aWINNER TIMERexpires, thenodewill start itsBEACONmes-
sage periodically and stop the address acquisition process. Thereafter, a node with
the smallest ID which has not been assigned will broadcast its WINNER message,
which is repeated until all Nj nodes are assigned addresses. Meanwhile, NMAX ,
the node which broadcasts its BEACON message, will stop broadcasting when it
receives any BEACON messages with an ID larger than its ID (see Algorithm 2).

Suppose that nodes A, B, C, D, and E join a MANET by a current Max.IP
is 10 and, at the same time, their node IDs are 5, 15, 17, 19, and 21, respectively.
Initially, they will be in the WAIT BEACON state where they will await any
BEACON messages. LiACR spends more time on the address auto-configuration
process than E-LiACR in two instances: Where a node fails to receive any BEA-
CON messages and where an ANNOUNCE or WINNER message does not suc-
ceed in arriving at a node.
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Algorithm 2. E-LiACR Algorithm
1: {Nj} start WAIT BEACON TIMER
2: PCNT := 0
3:
4: if Nj ’s WAIT BEACON TIMER expires then
5: Nj becomes NMAX

6: NCAND := RAND(0, MAXPOOL)
7: broadcasts BEACON & starts SEND BEACON TIMER
8: else if Nj ’s ANNOUNCE TIMER expires then
9: if PCNT �= 0 then

10: broadcasts WINNER & starts WINNER TIMER
11: else if NMAX ’s SEND BEACON TIMER expires then
12: NMAX sends BEACON & restart SEND BEACON TIMER
13: else if NWIN ’s WINNER TIMER expires then
14: NADDR := NCAND & NMAX = Nj & starts SEND BEACON TIMER
15:
16: if Nj receives BEACON then
17: NCAND := Max.IP + 1
18: broadcasts ANNOUNCE & starts ANNOUNCE TIMER.
19: else if NNEI receives BEACON then
20: if myGroupID �= receivedGroupID then
21: sends CANCEL to Nj

22: else if Nj receives ANNOUNCE then
23: if NCAND == REQADDR then
24: if RCVID ≤ NID then
25: PCNT ++
26: else if {NNEI} receive ANNOUNCE then
27: save RCVID & REQADDR in the table.
28: else if {NNEI} receive WINNER then
29: if REQADDR in the message < (REQADDR in the table + RCVID’s

precedence value based on ID) then
30: sends CANCEL message to Nj .
31: else if {NLOS} receive WINNER then
32: if REQADDR == NCAND then
33: NCAND := NCAND + PCNT

34: else if NWIN receives CANCEL then
35: NCAND := nextAddr & NADDR := NULL

In the first case, consider that node A has not received any BEACON mes-
sages successfully despite the existence of other nodes using Max.IP in the
network. Node A will think that node A is a unique node in the network, se-
lect its address and broadcast its BEACON message periodically. If the same
procedure is applied to nodes B, C, and D, four independent networks will be
created, which requires LiACR to perform a network merging process with a
great deal of overhead. In E-LiACR, however, if node A starts broadcasting its
BEACON message using its randomly selected IP address as Max.IP because
of the absence of other BEACON messages, neighbor nodes which receive the
message will send CANCEL messages to node A. It enables node A to cancel
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its current IP address. The CANCEL message contains the current Max.IP ,
which allows node A to select its candidate IP address with 11 and broadcast its
ANNOUNCE message, in order to obtain its new address. If other nodes from
B to D do not receive any BEACON messages, each will receive the CANCEL
message similarly and attempt to get its new address. This process is needed
to assign IP addresses to joining nodes, not to resolve network merging. Hence,
E-LiACR does not need much time to assign addresses to nodes, compared with
LiACR.

In the other case, where all nodes from A to E receive a BEACON message,
each node will select its candidate address with 11, broadcast the ANNOUNCE
message, and wait for an ANNOUNCE or WINNER message from other nodes
in the SEND ANNOUNCE state. However, due to the absence of reliable broad-
casting capability, we cannot expect that all ANNOUNCE messages will safely
reach the nodes. Consider that the ANNOUNCE message sent by node A reachs
nodes B and D, the ANNOUNCE message sent by node B did not reach any
other nodes, the ANNOUNCE message sent by node C reached nodes D and E,
and the ANNOUNCE messages sent by nodes D and E reached all other nodes.
Nodes from A to E will select their candidate addresses with 11, 12, 11, 13, and
13, respectively. Figure 2 shows the candidate IP-ID mapping table for Nj at
this time.

Thereafter, if nodes A and C broadcast their WINNER messages simulta-
neously and receive messages from each other, nodes A and C will attempt to
broadcast their ANNOUNCE messages with new candidate address of 11 and
12, respectively. Hence, node A will be able to acquire its address with 11. How-
ever, node C detects the duplicate address with node B and will perform a
new address contention with two remaining nodes for address 13. In the above-
mentioned case, however, E-LiACR will process the same procedure until nodes
from A to E select 11, 12, 11, 13, and 13, respectively for their IP addresses.
If the ANNOUNCE TIMERs expire, nodes A and C will broadcast WINNER
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messages for the address, 11, at the same time. Node C’s neighbor nodes receiv-
ing the WINNER message will become aware that node C selected the wrong
address in the ID-based order. They will send a CANCEL message to node C
and notify it of the correct position in ID-based order. Therefore, node C will be
notified that it should select 13 as its candidate address through the CANCEL
message. Next, after node B broadcasts its WINNER message saying that 12 was
selected as Max.IP , nodes C, D and E will broadcast WINNER messages for the
address, 13. Similarly, CANCEL messages will be sent to nodes D and E, which
will allow them to select 14 and 15 as their candidate addresses, respectively.

As a result, E-LiACR reduces the number of address collisions because it has
the number of retransmitted ANNOUNCE or WINNER messages, compared to
LiACR. Therefore, E-LiACR does not need as much time as LiACR in order to
complete IP address assignment.

4 Performance Evaluation

Since RADA requires a random address in an address pool to be assigned to a
joining node, a large address pool is needed so that the probability of address
conflicts is reduced. LiA and LiACR, however, work well even in an environment
with a small address pool. In addition, LiACR performed better than LiA due
to its efficient resolution of address conflicts. In this section, we compare our E-
LiACR with the LiACR protocol in terms of three metrics: IP address allocation
time (denoted by AAT); the number of address conflicts; and the number of
control messages exchanged. AAT is the average time it takes for a joining node
to obtain its IP address successfully. We implemented LiACR and E-LiACR on
the NS-2 simulator [6].

Fifty nodes were initially spreaded over an area of 670 m x 670 m. Each node has
a transmission range of 250 m and the propagation delay is assumed to be 200 ms.

Since we are focusing on the AAT evaluation, node mobility is not considered
in this simulation. There are concerns that a node might move to other places
during address allocation(considered as one of our future research issues). More
simulation parameters are shown in Table 1.

In this simulation, we evaluated performances by varying the number of join-
ing nodes during a short time period (10 x propagation delay) between 1 and 7,
which is thought to be a reasonable amount in a realistic environment.

Table 1. Simulation Parameters

Parameter Value
Total Number of Nodes 50 nodes

Simulation Area 670 m x 670 m
Simulation Time 500 seconds

MAC Layer IEEE 802.11
Packet Size 512 bytes

Traffic Source Type UDP
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Fig. 3. Performance Comparison

Figure 3(a) shows the average number of address conflict for LiACR and E-
LiACR according to the number of nodes joining simultaneously. Accordingly,
as more nodes request the same address at the same time, LiACR will have
more address conflicts than E-LiACR. If the joining nodes don’t receive the
other nodes’ ANNOUNCE messages, address conflicts will increase because more
nodes request the same IP address using the WINNER message. In E-LiACR,
however, joining node’s neighbor nodes send the CANCEL message in order to
enable the join node to know its candidate address, according to the ID-based
order. This results in reducing the number of address conflicts.

Figure 3(b) shows how the AAT (Address Allocation Time) is affected by
the number of joining nodes over a short period. LiACR allocates IP addresses
sequentially during a beacon interval. Hence, if several nodes request IP addresses
during such an interval, collisions will occur, which will cause AAT values to
increase. The larger the number of address requests is, the larger the AAT will
be. Some nodes which didn’t receive a beacon message because of unreliable
broadcasting, will select their own IP address randomly, and then they will start
broadcasting BEACON messages. In addition, LiACR has an additional problem
in that some nodes can’t hear the other nodes’ ANNOUNCE messages, which
creates more address conflict and may cause some nodes to get the same IP
address. In E-LiACR, however, neighbor nodes are able to detect these duplicate
address requests and resolve them through their CANCEL messages. Hence, E-
LiACR can reduce the AAT more than LiACR.

Figure 3(c) compares the overhead of control messages exchanged. In LiACR,
ANNOUNCE messages from other joining nodes are gathered during the AN-
NOUNCE TIMER and the nodes which have the smallest IDs will broadcast
their WINNER messages. As mentioned before, however, some nodes may not
receive other nodes’ ANNOUNCE messages in LiACR. They could increase the
number of contending nodes and produce collisions. In E-LiACR, however, the
contending nodes can receive CANCEL messages from their neighbor nodes. It
reduces the number of contending nodes with the Max.IP + 1 and also reduces
the control message overhead.

Broadcasting over IEEE 802.11 is unreliable compared with unicasting because
no response like ACK and no retransmissions for broadcast packets can be used.
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Unfortunately, LiACR needs the broadcasting for the purpose of exchange
important information in order to allocate the address. Since the unreliable broad-
casting in the IEEE 802.11 does neither have collision detection nor recovery
mechanism, neighbor nodes to send the CANCEL message to resolve the prob-
lems. Therefore, E-LiACR requires less time and less overhead than LiACR to
complete IP address assignment (see Figure 3).

5 Conclusions

In this paper, we proposed an efficient IP address auto-configuration proto-
col called E-LiACR, an enhanced version of LiACR. Since LiACR relies on
the reliable exchange of broadcasted control messages such as ANNOUNCE or
WINNER, address conflicts occur excessively when applied to networks without
reliable broadcasting protocol such as IEEE 802.11 WLANs. In case that some
joining nodes, however, did not receive a message that is needed to perform ad-
dress assignments successfully, such as the BEACON or ANNOUNCE message,
E-LiACR allows their neighbor nodes to notify the joining nodes of their possible
addresses through the CANCEL message.

Through the ns-2 simulation, we proved that regardless of the number of nodes
joining a network at almost the same time, our E-LiACR performed better than
LiACR. E-LiACR enabled the number of address conflicts to be reduced because
it was able to reduce the number of retransmission of ANNOUNCE or WINNER
messages, as compared to LiACR. Hence, E-LiACR requires lower IP address
allocation time than LiACR and less overhead to complete IP address allocation.
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Abstract. In this paper, we address the problem of delivering the geocast pack-
ets to all nodes inside the geocast region in an ad hoc network, which are not di-
rectly connected to one another. We propose a geocast routing protocol that 
guarantees the delivery of geocast packets to all nodes inside a geocast region. 
In order to guarantee the delivery of packets to all nodes, we make use of the 
nodes outside the geocast region. We call the isolated group of nodes inside the 
geocast region as islands. There can be several nodes outside the geocast region 
that have direct connections with the islands, but we elect one node called Main 
Entry Point (MEP) which is responsible for delivering the packets to the nodes 
inside the geocast region. Our mechanism is quite efficient and guarantees the 
delivery of geocast packets to all nodes inside the geocast region.  

1   Introduction 

With the fast development and advancement of the Global Positioning System (GPS), 
we are now able to route packets inside a wireless network on the basis of physical 
locations of nodes. Several location-based unicast as well as multicast routing proto-
cols for wireless ad hoc networks have been added into the literature during the past 
few years. Another concept called geocasting, which is a position-based variation of 
multicasting, has been seeking attention of researchers all over the world. In geocast-
ing, a packet is supposed to be delivered to nodes inside a physical region.   

Several geocasting protocols have been proposed by various researchers [4, 5, 6, 11, 12, 
and 13]. A detailed survey of geocasting protocols is presented in [7]. It is noted that most 
of the geocasting protocols at present are based on unicast routing protocols. In many 
cases, unicast protocols are enhanced to incorporate the geocasting features and then are 
transformed into a geocasting protocol. For instance, LAR [3] has been enhanced to make 
LBM [4], GRID has been modified to make GeoGRID [6], Geo-TORA [5] is the modified 
version of TORA, and AODV is modified to work for Geocasting [9]. Moreover, DSR, 
which a unicast protocol and ODMRP which is a multicast routing protocol, have been 
used as a basis for GAMER [1] which is a mesh-based geocast routing protocol.  
                                                           
  ∗ This work was supported by Cheju National University. 
∗∗ Corresponding author. 
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Mostly, geocasting protocols like LBM, Voronoi Diagram based geocasting [12], 
GeoGRID and GAMER, are all based on directed or limited flooding whereas Geo-
TORA is a protocol without flooding. This directed flooding is carried out before the 
packet enters the geocast region. Inside the geocast region, all the protocols use simple 
flooding to deliver the packet to nodes inside the geocast region. Apart from that, some 
protocols like [10] and [13] use different strategies to make it possible to route the 
packets to all nodes inside the geocast region, even if they are positioned not in direct 
connection to one another. In this case, nodes outside the geocast region are also in-
volved in order to guarantee the delivery of packets to all nodes in the region. Right 
hand rule traversal of nodes and face routing has been used in these algorithms. Al-
though, these algorithms deliver packets to all nodes in a geocast region, they are quite 
expensive especially in terms of computation time as they are face traversal-based al-
gorithms and therefore, spend more time in traversing faces in different manners. 

We propose a geocasting protocol for wireless ad hoc networks which guarantees 
the delivery of packets in a geocast region. For our mechanism, we take a scenario 
where the geocast region is assumed to be fixed and the boundary co-ordinates of that 
region are known to all nodes in advance. This kind of scenario can be useful in mili-
tary operations or in situations of physical disasters. Moreover, our mechanism can be 
applied to wireless sensor networks where a query message can be sent by a monitor-
ing station (sink) to a group of sensor nodes in a fixed physical region. In the pro-
posed mechanism, the source node sends packet to the geocast region by using the 
greedy forwarding, i.e. the packet is forwarded to that node which is physically near-
est to the destination. In several geocasting protocols, when a packet arrives at the 
geocast region, the first node receiving the packet inside the region broadcasts it to all 
its neighbors, which is then flooded to all the connected nodes inside the region. The 
problem faced in this situation is that as in Fig.1 (a), the nodes in the upper left and 
right corners of the geocast region are unable to receive the flooded packets, as they 
are not in the radio range of any node that receives the geocast packet. Hence, even if 
we use simple flooding in order to deliver the packets to all the nodes, there are still 
certain nodes which are unable to receive geocast packets. We call these groups of 
nodes as islands. Since there is no direct connectivity among all nodes in the geocast 
region, packets cannot be delivered to all nodes through only the nodes present inside 
the geocast region. Nevertheless, by including some nodes from outside this region, 
the delivery of geocast packets can be guaranteed. 

 
(a) 

 
(b) 

Fig. 1. (a) Nodes at top right and left corners are unable to receive geocast packets (b) MEP ta-
ble stored by the location server containing information about the MEPs 
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2   Proposed Mechanism 

For our proposed mechanism having a fixed geocast region, we define a few termi-
nologies that will be used in the following text. An island is a group of connected 
nodes that do not have direct connection with other nodes in the geocast region. Every 
island has a leader node which represents an island and it is elected in order to iden-
tify how many islands are there in the geocast region. A gateway is a node inside geo-
cast region that has a direct connection with one or more nodes outside the geocast 
region. Furthermore, an Entry Point is a node which lies outside the geocast region 
and is directly connected with one or more gateways inside the geocast region. Out of 
several Entry Points, we elect one Main Entry Point (MEP) which is responsible for 
delivering geocast packets to nodes inside geocast region. MEPs are discussed in de-
tail in section 2.2. We suppose that each node knows its own position with the help of 
a GPS receiver. A location server is a node that stores the location information of all 
MEPs present around the geocast region. There can be more than one location servers 
in the network. As mentioned earlier, a situation may arise when some nodes in the 
geocast region are unable to receive the geocast packet flooded by other nodes be-
cause of not being in the range of any node. In this case, we can make use of the 
nodes present outside the geocast region in order to deliver the geocast packet to all 
the nodes as they can have a path to the isolated islands in the geocast region.  

2.1   Island Discovery and Leader Election 

In order to know the topology information inside the geocast region and to figure out 
whether there are other islands in that region, we need to first elect the leader of an is-
land. Any gateway node can be a candidate to become a leader. The leader should be 
that gateway node which is nearest to the boundary of the geocast region. A Gateway 
node that wants to become a leader sends a LEADER_ANNOUNCE packet to all 
reachable nodes in the geocast region. This packet contains the node-id and its position. 
If there is already a leader in the group, then it rejects its announcement by sending a 
REJECT packet. If the announcing node does not hear any other announcement from 
other gateway nodes, it becomes the leader and sends a LEADER_CONFIRM packet to 
all the nodes in the island. The leader then sends periodic LEADER_CONFIRM packets 
to tell other nodes about its existence. Once a node is elected as leader, the information 
is sent to the Main Entry Point (MEP) which then sends its own location and the leader 
information to the location server. This information helps the location server to decide 
which MEPs belong to which island and how many islands are there in total. In case of 
a leader failure, if a node does not hear any LEADER_CONFIRM packet from the 
leader for a certain predefined time, the leader election procedure is re-initiated in the 
same way. If there are some other islands in the geocast region, they can choose their 
own leader using the same procedure. 

2.2   Main Entry Points (MEPs) 

As we know, there can be several entry points in each island in the geocast region. 
We assume that the geocast region is in the form of a rectangle. In this case, each side 
of a geocast region should have one Main Entry Point (MEP) for each island. All  
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entry points elect one MEP and then MEP sends its location information to the loca-
tion server. The location server stores the id and location of each MEP on each side of 
the geocast region. The MEP table stored by the location server is shown in Fig 1(b). 

Our mechanism works in the following manner: In order to send a packet to the 
geocast region, a source node S first sends a request to location server asking it for the 
location of nearest MEP outside the geocast region. The location server replies back 
with the location of the nearest MEP. The source then unicasts the packet to the near-
est MEP based on greedy forwarding i.e. that node from the neighbors is selected for 
forwarding the packet which has shortest distance from the destination. The destina-
tion here is the nearest MEP of the nearest island from the source node. The location 
server also periodically sends the location information and id of all other MEPs to 
each MEP. However, location server does not send the path information. The path to 
other MEPs is found on-demand using any reactive routing protocol e.g., AODV or 
DSR. When a geocast packet arrives at one of the MEPs from the source node, it 
checks how many other islands are there in the geocast region by looking up the in-
formation received from the location server. If there are other islands, the MEP 
chooses one MEP from each island and sends packet to them. The route discovery 
process for finding a path for the MEPs is performed on-demand. There can be multi-
ple MEPs belonging to one island, one on each side of the geocast region; therefore, 
only one MEP is selected per island based on the shortest distance from the sending 
MEP. Here, only MEPs are used to deliver geocast packets to the islands because we 
assume that MEPs have enough resources than other nodes and are more stable and 
have updated information about other MEPs. Moreover, there can be multiple location 
servers in the network and all the location servers collaborate with one another for 
keeping the updated information about MEPs. The procedure for routing the packet 
from Source S to the nodes in a geocast region is shown in the following steps: 

Procedure 

1. Source S contacts location server for MEP information. 
2. Server replies back with the ID and position of MEP of the nearest island. 
3. Source sends packet to the MEP based on greedy forwarding. 
4. MEP checks MEP-Table received from location server and selects one MEP 

for each island based on shortest distance. 
5. MEP sends packet to selected MEPs of each island using on-demand routing. 
6. All MEPs then flood the packet to all nodes in their respective islands. 

The procedure for electing an MEP node is as follows: 

Procedure 

1. An entry point that has a minimum distance from the geocast region is 
elected as the Main Entry Point (MEP). 

2. Any entry point attached to an island in the geocast region can announce it-
self as the MEP. The announcement packet contains its node-id, position, the 
island it belongs, and the side of the geocast region.  

3. As mentioned earlier, one MEP from an island is allowed on each side of the 
rectangular geocast region. If the island is connected with entry points from 
more than one side of the geocast region then each side will have one MEP. 
In Fig. 2 (b), the island D has two MEPs on each side of the geocast region. 
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4. If another entry point closer to the geocast region is present, it can reject the 
announcement and declares itself as an MEP.  

5. If no other entry point claims to be closer to the geocast region for a pre-
determined period, the announcing node becomes the MEP of the island. 

As shown in Fig. 2 (a), the source node S first contacts the location server to get 
the location information of the closest MEP. Then it sends the geocast packet to the 
nearest MEP based on greedy routing. When packet arrives at the MEP, it checks 
whether there are other islands in the geocast region by looking up the MEP table 
provided by the location server. It then selects one MEP from each island and sends 
packet to them. When packet reaches gateway node inside the geocast region, it 
floods the packet to all nodes inside its own island.  

(a) 

 

(b) 

Fig. 2. (a) Working of the proposed method. Dark filled circles inside the geocast region are 
gateway nodes. (b) Each MEP around geocast region stores information about other MEPs. 
There are five islands inside geocast region i.e., A, B, C, D and E each having at least one MEP. 

3   Maintenance of Geocast Region 

3.1   Merging of Two Islands 

When a node belonging to one island gets connected to a node in another island, the 
merger of two islands takes place. In this case, two islands combine to become one. 
Since every island has its own leader which represents the island, one leader has to vol-
untarily resign from serving the island as leader. As we know, every leader periodically 
broadcasts its presence in the form of LEADER_CONFIRM packet to all the nodes in 
its island. When the merger of two islands takes place, both leaders will also receive the 
LEADER_CONFIRM packet from each other. In the LEADER_CONFIRM packet, 
there is also the position of the leader and its id. The first receiving leader will compare 
its own position with the other leader. If it is nearer to the boundary of the geocast re-
gion, then it will reject the packet and keep on sending the LEADER_CONFIRM 
packet. If it is not, it will stop working as a leader. Since only gateway nodes can be-
come leader, it will resume working as a gateway node. Similarly, other gateway nodes 
will also receive two conflicting leader-announcement packets. In this case, since the 
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gateway nodes also have the position information of all other gateways as well as their 
leader, they will compare the new leader’s position with the current leader and whoever 
is nearest to the boundary of geocast region, will be selected as leader. Merging process 
is shown in Fig. 3. 

 

(a) (b) 

Fig. 3. Merging of two islands 

3.2   Partitioning of Islands 

When the connection between two or more nodes of an island is lost in such a way 
that it separates them into two or more groups, the island is said to be broken. 

 

(a) 

 

(b) 

Fig. 4. Partitioning of an island into two 

When an island breaks into two, one of them will have a leader whereas the other 
group will not have. In this case, the group which does not have a leader will elect 
their leader using the same leader election mechanism, as described in the previous 
section. Fig. 4 shows the partitioning mechanism.  

4   Analysis and Discussion 

In our proposed mechanism, every island can have one MEP on each side of the geo-
cast region. As mentioned earlier, we assumed the geocast region to be in rectangular 
form. But for the purpose of evaluation and better generalization of our system, we 
consider the geocast region to be a square. We analyze the system from the very basic 
scenario of having one island in the geocast region to multiple islands. We discuss  
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(a) 

 

(b) 

Fig. 5. (a) One island in the geocast region and each side of the region has one MEP (b) Four 
islands in the geocast region and each side of an island has one MEP 

how our system is affected by increasing or decreasing the number of nodes, number 
of islands and other parameters in the geocast region. In order to analyze the system, 
consider the following scenarios as shown in Fig. 5.  

In Fig. 5 (a), we see that there is one big island in the geocast region, which means 
that all nodes in the geocast region can receive geocast packets using simple flooding. 
Also, there are four MEPs, one on each side of the geocast region through which the 
geocast packets are delivered from outside the geocast region. Fig. 5 (b) shows four 
islands one at each corner of the geocast region each having two MEPs. If we increase 
the number of islands in the geocast region, the number of MEPs also increases. The 
maximum number of islands possible in a geocast region depends upon the size of the 
geocast region. If the size is big enough then more islands can be accommodated. For 
the purpose of generalization, we divide the islands into two main categories. One is 
corner-islands and the other is mid-islands. Fig. 6 shows the distribution of both cor-
ner and mid-islands. In Fig. 6, if we keep on increasing the number of islands in the 
geocast region, then at some point the islands will start merging with each other when 
one or more nodes from one island enter the radio range of another island. This situa-
tion has been analyzed by increasing the number of islands in the geocast region. As 
shown in Fig. 6, keeping the corner islands static and changing the number of mid-
islands will affect the number of MEPs for each region.  

 

(a) 

 

(b) 

Fig. 6. (a) The shaded nodes are MEPs of single mid-island on each side of the geocast region 
(b) Two MEPs on each side of the geocast region representing two mid-islands 
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In Table 1, we see that on increasing the number of islands in the geocast region, 
the number of MEPs also increase. The increase in the number of MEPs is stopped at 
a certain point and then the number decreases with increase in the number of islands. 
At this point, the number of MEPs is maximum. For example, in Table 1(a), the 
maximum number of MEPs for 4 islands is 8. After this point, the value decreases 
with increase in number of islands. The reason for the decrease in number of MEPs 
after the maximum value is reached is that when the maximum MEP threshold is 
crossed, the nodes in an island start having direct connection with the nodes in other 
islands. When such situation arises, two or more islands start merging. This merging 
causes the decrease in the number of MEPs which can only be present one on each 
side of the geocast region. We generalize these scenarios by devising an algorithm 
which is shown in Fig. 7.  

Table 1. (a) For one island, there are a maximum of 4 MEPs one on each side of the geocast 
region (b) Entries of maximum MEPs when there is one mid-island on each side of geocast re-
gion. Shaded area shows the maximum MEPs which in this case are 12. 

 

(a) 

 

(b) 

5   Evaluation 

Based on the analysis shown in section 4, we evaluate our system. We take several 
different values of the number of mid-islands and then figure out the effect on the 
number of Main Entry Points (MEPs) in the geocast region. Fig. 8 clearly shows that 
when there is only one island in the geocast region, there are a maximum of four 
MEPs in the region. By increasing the number of islands in the geocast region, the 
number of MEPs also increases until it reaches some maximum value. After that 
maximum threshold value, the number of actual islands starts decreasing by increas-
ing the number of iterations until they become one island. Hence, our system  
performs better if there are large numbers of nodes in an island. In this case, the 
communication overhead decreases since for each island, the maximum numbers of 
MEPs are fixed, therefore, even if the numbers of nodes increase, the maximum num-
ber of MEPs would remain the same. But, if the number of islands increase, then after 
some threshold value, the maximum number of MEPs would decrease which means 
that we would have less communication overhead in terms of number of control pack-
ets generated to and from the location server. 
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Fig. 7. Algorithm for determining the maximum number of Main Entry Points (MEPs) when 
the mid-islands are 0, 1, 2, 3 and so on up to some value called Mid_Range 

 

Fig. 8. Maximum number of MEPs increases by increasing the number of islands until the 
maximum threshold value is reached. After that, the number starts decreasing. 

6   Conclusion 

We have proposed a geocast routing mechanism in which we address the problem of 
guaranteeing the delivery of geocast packets to all nodes inside the geocast region in 
an ad hoc network. The nodes in the geocast region may not be connected directly to 
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one another, so for this purpose we make use of the nodes outside the geocast region 
to guarantee the delivery of packets to all nodes inside the geocast region. We call the 
isolated group of nodes inside the geocast region as islands. There can be several 
nodes outside geocast region that have direct connections with nodes in the islands, 
but we elect one node called Main Entry Point (MEP) which is responsible for deliv-
ering packets to nodes inside the geocast region. We have shown various scenarios 
with examples which prove the significance of our algorithm. We also analyzed the 
impact of increasing the number of nodes as well as number of islands in the geocast 
region and conclude that using our mechanism; we can achieve less communication 
overhead among various MEPs and the location server. Our analysis and evaluation 
verify the suitability of our mechanism which guarantees the delivery of geocast 
packets to all nodes inside a geocast region. 
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Abstract. Small-world phenomenon is potentially useful to improve the 
performance of resource discovery in decentralized peer-to-peer (P2P) networks. 
The theory of small-world networks can be adopted in the design of P2P 
networks: each peer node is connected to some neighbouring nodes, and a group 
of peer nodes keep a small number of long links to randomly chosen distant peer 
nodes. However, current unstructured search algorithms have difficulty 
distinguishing among these random long-range shortcuts and efficiently finding a 
set of proper long-range links located in itself or its local group for a specific 
resource search. This paper presents a semi-structured P2P model to efficiently 
create and find long-range shortcuts toward remote peer groups.  

Keywords: Peer-to-peer, Small World, Information Search. 

1   Introduction 

Existing solutions for resource discovery over peer-to-peer (P2P) networks can be 
generally classified into two categories: structured and unstructured P2P systems. 
Distributed hash tables (DHTs) have become the dominant methodology for resource 
discovery in structured P2P networks [1]. Some current studies (e.g. [2, 3]) argued 
that the cost of maintaining a consistent distributed index is too high in the dynamic 
and unpredictable Internet environment. Some structured P2P protocols (e.g.[4, 5]) 
are beginning to seek ways to save the cost of maintaining a consistent index. In 
contrast, unstructured P2P systems (e.g. Gnutella) are more resilient in dynamic 
environments, but current unstructured P2P search techniques tend to either require 
high search overhead or generate massive network traffic. 

Due to the similarity between P2P networks and social networks, where peer nodes 
are people and connections are relationships, social science theories can be potentially 
useful for improving the performance of object discovery over P2P networks. The 
small world phenomenon, postulated by Stanley Milgram in 1967, is the hypothesis 
that everyone in the world can be reached through a short chain of social 
acquaintances [6]. This phenomenon has also been observed in existing P2P networks 
(e.g. Gnutella, Freenet), which has proved useful in the design of P2P file-sharing 
systems on the Internet [7]. Duncan Watts proposed a mathematical model [8] to 
analyze the small world phenomenon with highly clustered sub-networks consisting 
of local nodes and random long-range shortcuts that help produce short paths to 
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remote nodes. Duncan demonstrated that the path-length between any two nodes of 
his model graph is surprisingly small. This theory can be adopted in P2P networks: 
each peer node is connected to some neighbouring nodes, and a group of peer nodes 
keep a small number of long links to randomly chosen distant peer nodes. Jon 
Kleinberg discussed the problem of decentralized search in P2P networks with partial 
information about the underlying structure in [9]. However, current unstructured 
search algorithms have difficulty distinguishing among these random long-range 
shortcuts and efficiently finding a set of proper long-range links located in itself or its 
local group for a specific resource search. For this reason, the study [10] raised the 
open question about how to form and maintain inter-cluster connections and how to 
let nodes know which local nodes have external connections. 

To address these problems, we present Small World Architecture for peer-to-peer 
Networks (SWAN) by combining techniques of both structured and unstructured 
search methods. The semi-structured P2P algorithm of SWAN is used to create and 
discover long-range shortcuts between different peer groups, which does not strictly 
rely on DHTs. It can still find the requested data inside and outside of peer groups 
with a high probability even though hash functions can not provide accurate 
information of data locations.  

2   Related Work 

Most studies of constructing small world behaviours on P2P are based on the group 
structure by clustering peer nodes into groups, communities, or clusters [11, 12, 13, 
14, 15, 16]. PlantP is a content addressable publish/subscribe service for unstructured 
P2P, which uses gossiping to build content-addressable communities [11]. A study in 
[16] proposes an enhanced clustering cache replacement scheme for Freenet by 
forcing the routing tables to resemble neighbour relationships in a small-world 
acquaintance graph. Semantic Small World in [17] facilitates efficient semantic-based 
search in P2P systems where peers are clustered according to the semantics of their 
local data and self-organized as a small world overlay network. Despite the fact that 
unstructured P2P are more resilient in dynamic environments, the efficiency of these 
unstructured P2P approaches is still far lower than DHTs. Some hybrid P2P search 
methods (e.g. [18, 19]) are attempting to use combined techniques with both 
structured and unstructured search methods. However, it encounters the performance 
bottleneck of centralized super-peers and maintenance of the distributed index is 
disordered and redundant. In contrast, our model is built upon a flat P2P overlay 
network without the limit of super-peers, which is efficient and fault-tolerant for 
content discovery inside or outside of peer group. 

3   Algorithm Descriptions 

SWAN is built with the same group structures as Jon Kleinberg’s model [19]. Studies 
like [20, 21, 22] have presented the methodologies of building an information sharing 
system by bootstrapping and grouping peer nodes that will not be discussed in this 
paper. This paper will focus on data publishing and searching algorithms of SWAN 
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with generic group structures. By using a compact representation mechanism (e.g. 
Bloom Filters [23]), each peer node maintains an inconsistent list about members in 
the same group and regards other members as “acquaintances.” A group of peer nodes 
keep a small number of long links to distant peer nodes. A simple example of SWAN 
topology is illustrated in Figure 1 that will be analysed in details in section 4 and 5. A 
semi-structured approach is presented in this section to create long-range links 
between groups as well as discover the local peer nodes that have specific external 
connections, which can satisfy the following requirements of design:  

(1) Not every peer node needs to connect to other peer groups;  
(2) Each peer node needs to know or can easily find which nodes have external 

connections to which peer groups;  
(3) External links to other peer groups need to be distributed within the peer group 

and cannot be centralized in one or a few peer nodes. 

 

Fig. 1. Topology of SWAN 

3.1   Intra-group Content Searching 

Each shared file in SWAN is published by an associated content advertisement that 
provides the relevant meta-information of the file (e.g. name, node address, 
description), which is pushed to a target peer node according to the hash value of the 
name of file, as well as internal neighbours of the target peer node in the member list 
within a specific distance d to increase probability of discovery of the advertisement. 
The advertisement searching process involves two steps: a structured P2P search 
followed by an unstructured P2P search. The query originator firstly searches the 
target peer nodes generated from the same hash function (structured P2P search). If 
the requested advertisement cannot be found in the target peer node (e.g. the target 
peer node is offline at the moment), the query originator will continue to search the 
neighbours of the target peer node in the member list within distance d (unstructured 
P2P search). Figure 2 illustrates an example of content advertisement publishing and 
searching. P1 shares a file with the name K1. The publication service on peer P1 
pushes the associated advertisement of K1 to P4 according to the hash value of K1 
and the neighbours of P4 (P3 and P5) within the distance d=1. Then other peer nodes 
in the same peer group can easily find the advertisement in a high probability. In this 
case, P6 looks for the advertisement by generating the same hash value pointing to P4 
with the same hash function and sends a query to P4 and find the advertisement with 
K1 in P4. However, if the requested advertisement cannot be found in P4, the query 
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originator will continue to search P3 and P5 that are neighbours of P4 within distance 
1=d . Publication and searching parameter d is defined based on users’ requirements 

and present rate of peer nodes. Generally, a bigger d is required in a dynamic network 
with a lower peer present rate. The corresponding analysis and simulation results are 
shown in section 5 and 6.  

 

Fig. 2. Advertisement publishing and searching 

3.2   Inter-group Content Searching 

In SWAN, a new peer group is advertised by a group advertisement that provides the 
relevant meta-information about the peer group (e.g. ID, name, contact points, 
description), which will be multicast through the network. Not all the peer nodes in the 
network will receive the advertisement, but a large percentage of them will. When a peer 
node receives a peer group advertisement, it will push the advertisement to a target peer 
node in the peer group according to the hash value of the name of the peer group as well 
as the neighbours of the target peer node within a specific distance d to increase 
probability of discovery of the advertisement. Similar to the intra-group content 
searching, if the query originator cannot find the requested advertisement with the 
uniform hash function due to network churns, the requested advertisement will still be 
found in the neighbours of the target peer node with a high probability by using 
unstructured P2P searching. Therefore, even though only one peer node is informed, all 
the peer nodes in the same peer group potentially can find and pull the peer group 
advertisement. Figure 3 illustrates the process of inter-group link formation. When P1 
receives a group advertisement about group G2 with contact point P'3, it will push the 
advertisement to the target peer node P4 according to hash function as well as its 
neighbours (P3 and P5) within distance 1=d . Then P4 will inform a contact point of 
group G2: P'3 with the advertisement of its peer group G1. When P'3 gets the 
advertisement of G1, P'3 will do the same as P1 to forward the advertisement of G1 
toward the target peer node P'5 according to hash function as well as its neighbours 
within distance d. When P'5 receives the advertisement, P'5 will do the same as P4 to 
send the advertisement of its group G2 back to P4. When P4 receives it and sends the 
acknowledgement of inter-group link back to P'5, an inter-group link will be built 
between G1 and G2 and be maintained by P4 and P'5. In the same way, more inter-group 
links will be created and maintained between P3, P4, P5 and P'4, P'5, P'6, in case of 

1=d . Each of them normally keeps 3 (2d+1) inter-group links as illustrated in Figure 
5(a) which makes groups connected even in a highly dynamic environment. Inter-group 
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search queries can be propagated toward the requested peer group efficiently via inter-
group links and relevant shared files can be found with a high probability. The methods 
of resolving the pair of keyword of clusters and value of shared files have been discussed 
in [12, 14] and will not be described in detail in this paper. 

 

Fig. 3. Inter-Peer group link formation 

4   Clustering Coefficient 

In the Duncan’s model [8], a small world network is a kind of network with a high 
clustering coefficient of nodes and short average path length. The clustering 
coefficient of a node is the proportion of the links between nodes within its 
neighbourhood divided by the number of links that could possibly exist between 
them. In this section, the clustering coefficient of SWAN is analyzed in a static 
environment. Publication and searching parameter d is set 0=d  in the static 
environment of peer present rate p = 100%. There are n peer nodes in the network, 
each peer node has k neighbours in each peer group, and peer groups do not overlap 
and are connected by inter-group links as shown in Figure 1. Therefore, there are a 
total of k+1 peer nodes in each group and a total of 1  g += k

n  groups in the network. 

If a peer node has i inter-group links, it has k+i “neighbours” in the network (k 
internal neighbours and i external neighbours) as shown in Figure 4(a). Therefore, the 

possible links between its neighbours are ( )( )
2

1−++ ikik . But in a static environment 

with d = 0, i external neighbours do not keep inter-group links to k internal 
neighbours. Moreover, in a large-scale network, the probability that two external 
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Fig. 4. (a) Neighbourhood of a peer node. (b) Clustering coefficient of SWAN. 
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neighbours are connected to each other by an inter-group link is very low ( 0≈ ). 
Therefore, the actual links in the neighbourhood of a peer node are the links among its 

k internal neighbours: ( )
2

1−kk . So the clustering coefficient of the peer node with i 

external neighbours is: ( ) ( )
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. Figure 

4(b) shows the clustering coefficient in the networks with 10,000 peer nodes. The 
observed clustering coefficients are in a range of large values. 

5   Performance Evaluation  

We evaluated the effectiveness of SWAN in dynamic P2P environments with frequent 
peer nodes temporarily online and offline. In this section, we assume that the 
requested advertisements have been published successfully to the target peer node as 
well as its neighbours within a distance d. The success rate and the average number of 
messages per query will be evaluated with the present rate of peer nodes p. 

5.1   Intra-group Search 

A search for a content advertisement within a peer group will fail if the target peer 
node and its neighbours within d distance are all offline. Because advertisements are 
distributed, the query originator can possibly find the requested content advertisement 
in itself as well as in the other members. The probability of finding a requested 

advertisement in itself is ( )
1

12
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d
AP . The probability of finding an advertisement in 
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ippABP  and it requires i messages. The probability 

of failing to find an advertisement on other members is ( ) ( ) 121| +−= dpABP  and it 
generates ( )12 +d  messages. Therefore the success rate of finding a requested content 
advertisement within peer group is:  
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5.2   Inter-group Search 

In SWAN, three conditions must be satisfied to find an advertisement in a different 
group as shown in Figure 5(a): 

C = “succeed in finding an advertisement about the requested group” 
D = “succeed in contacting the requested group” 
E = “succeed in finding a requested content advertisement in the requested group” 

The probability of failing in finding an advertisement about the requested peer 

group is: ( ) ( ) 121
1

2 +−
+

−= dp
k

dk
CP . As described in the section 3, the local peer group 

keeps inter-group links toward 2d+1 peer nodes in a remote peer group. We will fail 
to contact the request peer group, if all 2d+1 peer nodes are all offline. Therefore, the 

probability of failing in contacting the requested group is: ( ) 12)1(| +−= dpCDP . The 
probability of finding an advertisement about the requested peer group is 

( ) ( )CPDCEP =| . The success rate of finding a content advertisement in the requested 
peer group is: 
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If d is defined as a small value, the success rate is also very low in the network 
with a low present rate that is the situation needs to be avoided in practice. Figure 5(b) 
shows the minimal values of d to achieve different satisfactory success rates with 
different present rates of peer nodes.  

The expected number of messages is: 

[ ]=NE ( )[ ] ( )[ ] ( )[ ] ( )[ ] ( )[ ] ( )[ ] ( )[ ]=++++++ BANEDBANEEBDANEBDEDANEEADNEADENE ANE  

( ) ( ) ( ) +
⎪⎩

⎪
⎨
⎧

⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

⎢
⎢

⎣

⎡

⎜
⎜

⎝

⎛
⎟
⎟
⎠

⎞
++⋅−⋅⎟

⎠

⎞
⎜
⎝

⎛
+
+−++⋅

+
+−⋅⋅−⋅⎟

⎠

⎞
⎜
⎝

⎛
+
+− ∑ ∑ ∑

+

=

+

=

+

=

−−−
12

1

12

1

12

1

111 1
1

12
1)(

1

12
1)1(

1

12
1

d

i

d

j

d

m

mji ijmpp
k

d
ij

k

d
pppp

k

d

( ) ( ) ( ) +++⋅−−⋅+
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
+++⋅−⋅⎟

⎠

⎞
⎜
⎝

⎛
+
+

−⋅−⋅−⋅ ∑∑ ∑
+

=

+−
+

=

+

=

+−−
12

1

121
12

1

12

1

1211 12)1()1(12)1(
1

12
11)1(

d

i

di
d

i

d

j

dji idpppijdp
k

d
pppp

( )}++⋅− + 12)1( 12 dp d ( ) ( ) ( ) +
⎥
⎥
⎦

⎤
+⋅−⋅⋅⎟

⎠

⎞
⎜
⎝

⎛
+
+−

⎪⎩

⎪
⎨
⎧

⎢
⎣

⎡ +⋅
+
+−⋅

+
+ ∑∑

+

=

−
+

=

−
12

1

1
12

1

1 1
1

12
1

1

12
1

1

12 d

m

m
d

j

j jmpp
k

d
j

k

d
pp

k

d

( ) ( )jdp
k

d
pp

d

j

dj ++⋅−⋅⎟
⎠

⎞
⎜
⎝

⎛
+
+−⋅−⋅∑

+

=

+− 12)1(
1

12
11

12

1

121  ( )}12)1( 12 +⋅−+ + dp d .         (4) 

6   Simulation Results 

6.1   Simulation in Dynamic Environments 

We further evaluated the performance of SWAN by simulations in dynamic 
environments. In the simulations, we followed the same assumption as theoretical 
analysis that the requested advertisements had been published successfully to the 
target peer node as well as its neighbours within a distance d. Therefore, if either the  
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(a)              (b) 

Fig. 5. (a) P2P searching in dynamic environments. (b)The minimal publishing distance for 
different required success rates. 
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(c)            (d) 

Fig. 6. (a) Success rate in intra-group search. (b) Success rate in inter-group search. (c) Average 
messages in intra-group search. (d) Average messages in inter-group search. 

target peer node or one of its neighbours within distance d was visited successfully, 
this search succeeded. In the simulation, each peer group kept 500 peer nodes, all peer 
nodes in the same peer group were completely connected to each other, and all peer 
nodes were initialized as online in the network. At the beginning of each search, a set 
of peer nodes were randomly selected and set as offline according to the parameter of 
present rate of peer nodes, the query originator was randomly selected from the set of 
online peer nodes and the targeted peer node with its neighbours were randomly 
selected from the set of peer nodes regardless of their present situation. For each data 
search, the query originator initials a query that will be passed with the SWAN 
protocols. 

In the simulations of intra-group search, the query originator and the target peer 
node were allocated in the same peer group. On the contrary, the query originator and 
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the targeted peer node were separated into different groups in the simulation of inter-
group search. Figure 6 (a)–(d) show the results of success rate and average number of 
messages per query in the intra-group search and inter-group search respectively (for 
1000 queries), in which the theoretical results were generated from Equations (1)–(4). 
As shown in Figure 6 (a)–(d), the results of success rates from simulation results are 
very close to the theoretical results. 

6.2   Performance Comparison 

Unstructured P2P searching protocols are supposed to be more resilient in highly 
dynamic P2P environments.  In this section, we compare the success rates of finding a 
shared file and traffic cost of SWAN to those of a Gnutella-like network in dynamic 
P2P environments. We simulated a SWAN network and a Gnutella-like network with 
blind flooding search. We assume the same number of neighbours (50 neighbours), 
the present rates of peer nodes are from 10% to 50%. Figure 7 (a) shows that the 
success rate of SWAN with d = 5 is much higher than that of the Gnutella-like 
network. Therefore, the performance and efficiency of the semi-structured network 
SWAN are much better than the unstructured Gnutella-like network in dynamic P2P 
environments due to hash functions directing search. The results in Figure 7 (b) show 
that the traffic cost of the Gnutella-like network increases super-linearly to a huge 
value as the present rate of peer nodes increases. However, the traffic cost is 
significantly reduced and remains stable in the dynamic environments by using 
SWAN because queries in SWAN are directed to relevant peer groups and relevant 
members of that peer group only.  
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Fig. 7. Performance comparison. (a) Success rates. (b) Traffic cost per query. 

7   Conclusion 

Small world phenomenon is a well-known hypothesis that greatly influences social 
and biological sciences. Due to the similarity between P2P networks and social 
networks, small-world phenomenon is useful for improving P2P resource search by 
building an artificial small-world environment. This paper presented small-world 
architecture for resource discovery in P2P networks. In SWAN, each node is 
connected to neighbouring nodes in the same peer group and peer groups are 
connected by a small number of inter-group links that can also be seen as long links to 
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distant nodes in the network. Not every peer node needs to be connected to remote 
groups, but every peer node can easily find which peer nodes have external 
connections to a specific peer group in SWAN. A semi-structured P2P search method 
is introduced by combining techniques of both structured and unstructured search 
methods, which can find the requested data with a high probability even though hash 
functions can not provide accurate information of data locations. From our analysis 
and simulations, SWAN potentially has advantages of both structured and 
unstructured P2P networks and achieves good performance in dynamic environments 
with a high clustering coefficient and a short average path length. 
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Abstract. Construction of overlay networks without any consideration
of real network topologies causes inefficient routing in peer-to-peer net-
works. This paper presents the design and evaluation of a proximity based
peer-to-peer overlay network (P3ON). P3ON is composed of two-tier
overlay rings. The high tier ring is a global overlay in which every node
participates. Whereas, the low tier ring is a local overlay that consists
of nodes in the same autonomous system (AS). Since the low tier ring
consists of nearby nodes (in the same AS), the lookup latency can be sig-
nificantly reduced if the first search within the low tier ring is successful.
Also, to cope with skewness of load (of key lookup) distribution, P3ON
effectively replicates the popular keys (and results) to neighbor nodes
and neighbor ASs. Simulation results reveal that P3ON outperforms the
existing ring-based P2P network in terms of lookup time and achieves
relatively balanced load distribution.

Keywords: proximity, peer-to-peer, overlay network, load distribution.

1 Introduction

Recently several peer-to-peer (P2P) systems have been proposed to overcome the
limitations of the traditional client-server model. P2P systems distribute func-
tionality and share resources among peers. Depending on how to locate resources,
P2P systems can be classified into two classes: unstructured and structured.
Generally, in unstructured P2P systems, peers are unaware of how resources
are located in the overlay networks. Therefore, lookup requests are typically
resolved by flooding-like techniques. Gnutella [1] is a well-known unstructured
P2P system. Due to the flooding technique, unstructured P2P systems incur a
high volume of signaling traffic. On the contrary, in structured P2P systems,
peers share the way in which resources are located. Thus, lookup requests can
be directed to a specific peer and hence, much fewer lookup messages are needed.
However, structured P2P systems require increased maintenance cost incurred
by maintaining the overall structure. The most prominent approach in structured
P2P systems is to use a distributed hash table (DHT) to locate resources.

In the literature, a number of DHT-based lookup algorithms have been pro-
posed, [2][3][4]. The lookup time that of most of these algorithms is approxi-
mately bounded to log(N), where N is the number of nodes. However, the hop
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distance between two overlay nodes in the overlay network has nothing to do
with the real distance between two nodes. To overcome this inefficient lookup
problem, geographical proximity-based routing (i.e. proximity based neighbor se-
lection) is proposed in P2P systems. Pastry [4] is a well-known proximity based
algorithm. Since peers build their routing table entries depending on the prox-
imity metric among all nodes in the network, a huge amount of control messages
are required to measure proximity especially when a node joins the network.

There are a few attempts to achieve better lookup performance by adding
an additional overlay in the system. Brocade [5] utilizes a new layer consists
of supernodes, which are powerful nodes close to network access points such as
routers. Each supernode manages a group of local nodes and every local nodes
access resources via supernodes. The network traffic is reduced but a supernode
may become the bottleneck. Plethora [6] organizes nodes into local overlays
leveraging autonomous system (AS) information. Using cache in the local overlay
significantly reduces the lookup latency. However, local overlay leaders, each of
which uniquely exists in each local overlay are responsible for AS merge/split to
keep the number of nodes in an AS appropriately.

In this paper, we propose a Proximity based P2P Overlay Network (P3ON).
P3ON is composed of two overlays: high tier and low tier. The high tier ring is a
global overlay, which includes every node participating in P3ON. In contrast to
this ring, the low tier ring is a local overlay, which represents a single autonomous
system (AS). That is, all nodes in an AS belong to the same low tier ring. We
present a two-phase lookup algorithm to take advantage of local cache. Even if
the input query is highly skewed, the overhead at a popular node is effectively
distributed by a load distribution mechanism.

The rest of this paper is organized as follows. Section 2 details P3ON. Section 3
shows the numerical results of our system and Section 4 concludes this paper.

2 Proximity Based P2P Networks (P3ON)

If the hop distance in overlay is based on the proximity (e.g. geographical dis-
tance) between two nodes and there exists any semantic locality (the popular
item will be looked up again by others) among the lookup queries, the lookup
time in large-scale P2P networks will be substantially lowered [7]. To accomplish
this, we design two decentralized algorithms: the proximity-based ID assignment
algorithm and the two-phase lookup algorithm.

2.1 Proximity Based ID Assignment

We first assume that every node in P3ON possesses a unique IP address. By
hashing the node’s IP address in a collision-resistant manner (e.g. SHA-1, MD5),
P2P systems obtain asymptotically almost a unique ID. However, the hash value
does not reflect any proximity between the peer nodes. Therefore, P3ON pro-
poses the following hierarchical ID assignment algorithm after mentioning our
second assumption.
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Our next assumption is that a node is feasible to figure out its AS number
(e.g. [8][9]) and identical AS number (ASN) is assigned to all the nodes that
belong to the same AS. The AS is usually a group of nodes governed by a single
authority and in many cases, nodes in a same AS are closely located. IDs in
P3ON are selected from a 176bit namespace. Since every node has a 16 bit AS
number representing to which AS it belongs to, the first 16 bits of a node ID are
adopted from its own ASN. The remaining 160 bits of the ID are determined by
hashing the node’s IP address with the SHA-1 algorithm. By concatenating those
16 bits (ASN) and 160 bits (SHA-1 value), we obtain a unique and uniformly
distributed node ID, which namespace is 176 bits long. To utilize a distributed
hash table (DHT), an item ID must be the same length as a node ID. Therefore
an item ID must be also 176 bits long. The latter 160 bits of the item ID are
derived from the hashing result of SHA-1 with its item name. As items do not
have any similar concepts such as ASN, we prepend additional 16 bits by copying
the last 16 bits of the latter 160 bits. Consequently, the node and item IDs are
constructed as follows;

Node ID = (ASN) || f(node′s IP address)

Item ID = (last 16 bits of f(item name)) || f(node′s IP address)

where f is a SHA-1 hash function
When constructing the item ID with 176 bits, we have two factors in mind.

First, any ID constructed this way is unique. If two distinct items have different
item names, the uniqueness is guaranteed by the property of SHA-1. Also, items
with the same item name are mapped to an identical ID. Second, item IDs are
well distributed over the 176 bit namespace. We perform a simple experiment to
verify that item IDs in our scheme are evenly distributed. In our experiment, we
first uniformly distributed 500 nodes in 176 bit namespace, and then distributed
1,000,000 items with IDs generated by our scheme. In an ideal case, if K items
are uniformly distributed over uniformly distributed N nodes, K/N items will be
located at each node.

2.2 Two Tier Ring

Figure 1 illustrates a two-tier ring in P3ON. The high tier ring is the main
overlay in P3ON; therefore, every peer node is mapped to a position over the
high tier ring. Owing to the proximity-based ID assignment algorithm, nodes,
which are closely located in the same AS, are placed adjacently in the high tier
ring. The high tier ring is partitioned into AS units. Note that unused ASNs will
generate the empty node ID space. The keys corresponding to this empty space
will be mapped to an immediate predecessor node. Since nodes in the same AS
have the same ASN, the first 16 bits of those node’s ID are identical. Therefore,
those nodes are placed in the nearby area in the high tier ring naturally.

At the same time, a low tier ring is built by grouping the nodes in the same AS.
As a result, the number of low tier rings equals to the number of participating
ASs. To form a low tier ring, an additional link per AS is required. This link
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: High tier ring

: Low tier ring

Fig. 1. Two-tier overlay

will connect two peer nodes with the highest and lowest IDs in the AS. A node
whose ASN is different from the ASN of its predecessor realizes that it is the
node with lowest ID within the AS and it has a responsibility to maintain the
link to the node with the highest ID to form the low tier ring. This node queries
a node with the highest ID and sets up a connection. As each node belongs to
two different rings, high tier and low tier rings, finger tables must be maintained
separately. Forming each finger table is identical with the process of Chord [2].

2.3 Two-Phase Lookup Algorithm

Phase I: Low Tier Ring Lookup. At first, a node tries to find the key within
its low tier ring. To do this, the node creates a local item ID for the item. The
local item ID is created by concatenating the 16 bit ASN of the node and the
160 bit result of SHA-1 with the item name. Initially, keys are located only in
the high tier ring. Therefore, a cache miss will occur for the first lookup process
searching the item in the low tier ring.

If a peer node that corresponds to the local item ID in the low tier ring (we call
this node a local target node) stores the previously queried keys, the local target
node can respond to the query from then on. To keep the previously queried
keys in the low tier ring, each peer node maintains a local cache. A cache entry
consists of item ID and the position of the item, the latest query originator. The
latest query originator can give the location information about the item itself,
since the originator will possess the item after lookup. The next node search
for the same item can download it within the same AS. In the case of cache
overflow, a famous replacement policy, such as least recently unused (LRU) can
be used. If the local target node does not have any information about the query,
the second phase lookup procedure is performed by the local target node.

Phase II: High Tier Ring Lookup. In the second phase lookup procedure,
the local target node acts as a query originator. The local target node uses the
original item ID described in Section 2.1 instead of the local item ID. By using
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this original item ID, the same lookup procedure as Chord is performed at the
high tier ring. Since all items and nodes are located at the high tier-overlay ring,
there is no possibility of lookup failure. The query response is delivered towards
the local target node and the local target node relays the result to the original
query initiator. When the local target node returns the query result to the query
originator, it stores the local item ID and the IP address of the query originator in
each local cache. Therefore, if any other node in the same AS tries to find the same
item later, a query can be responded to the query originator with reduced delay.

2.4 Load Distribution

In an ideal P2P condition, all the nodes in the system should experience the same
amount of lookup load. Here, the load is two-fold, i) the number of queries that
the node receives in a unit time, ii) the number of keys that the node stores. Keys
stored at a node occupy the storage space proportional to the number of keys. In-
coming query consumes the node’s computation power, network bandwidth, etc.
In general, nodes with the relatively large number of keys tend to receive more
queries than other nodes. Although these two aspects of the load have some cor-
relations, it is feasible to decouple them. The reason is that in a real world, queries
are not uniformly distributed among individual items, rather, the distribution of
queries are highly skewed [10]. For example, a node with the most popular item
can be overloaded by too many incoming queries.

Since recent machines have a sufficient storage space for small sized cache
entry, the number of keys is not an issue. In P3ON, to cope with this problem,
a dynamic load distribution using two thresholds (δ1, δ2) is proposed for load
balance. Since each node has different power and link bandwidth, each node uses
different thresholds. The central idea is that if the load (the number of queries
per unit time) exceeds a certain threshold, the node triggers load distribution.
Specifically, a node counts the number of times each key is referred. It is possible
by simply modifying the structure of a cache entry by adding an additional field
for counting. Keys with frequent access will make the node overloaded. When
the number of incoming queries on all the keys of a node exceeds a pre-defined

Global target node
(overloaded node)

Query path 2

Query path 1

Fig. 2. Load distribution
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threshold δ1 of the node, the node sends out an intra-AS advertisement message
and the message is delivered to all the nodes in the local ring (i.e. nodes in the
same AS). The message contains the information on the most popular keys of
the overloaded node.

When a new lookup process for the key in the above overloaded node is
initiated, the key can be found in predecessor nodes before the query reaches the
overloaded node. Intra-AS advertisement deals with queries routed over query
path1 as shown in the Figure 2 which traverses via the low tier ring. If the size
of low tier ring is small (i.e. the number of nodes in the AS is low), the ratio
of queries routed over query path2 in Figure 2 will increase. However intra-AS
advertisement cannot handle queries over query path2.

Although the overloaded node triggers intra-AS advertisement, the node can
still be suffered from too many incoming queries. If the incoming query frequency
exceeds the pre-defined threshold, δ2, inter-AS advertisement is triggered. The
intra-AS advertisement is relayed toward the predecessor AS. The message ar-
riving at the predecessor AS will be delivered to all the nodes in that AS as if
intra-AS advertisement is triggered. Both inter-AS and intra-AS advertisements
distribute queries to mitigate the burden of the overloaded node.

3 Numerical Results

In this section, we evaluate the performance of P3ON in terms of the size of the
network (total number of nodes in overlay) and the size of each AS (the number
of nodes in each AS). The central idea of P3ON lies in exploiting the use of
proximity between nodes. Therefore, the size of AS significantly affects lookup
time and load distribution.

3.1 Simulation Parameters

We simulated a network that has up to 10,000 nodes, and in every network
layout, 100,000 keys are distributed over the network. The low tier ring has
a local cache with the size of 10 slots. That is, there are 10 keys and their
locations in the cache of a node. Clearly, the more slots are provided in a cache,
the better performance is achieved. However, for the purpose of emphasizing the
impact of the local ring, we restrict the cache size to 10. Query initiators are

Table 1. One way delay between transit nodes

Continents America Latin Europe Asia Africa Oceania
Ameria
Latin 222

Europe 80 156
Asia 125 237 159

Africa 392 326 358 284
Oceania 136 249 177 198 296
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chosen randomly among the entire nodes, and items to be queried are selected
according to a Zipf-like distribution with an input parameter of α = 1.0. We
use an abstracted world topology. There are 6 continents and one representative
transit node exists for each continent. As shown in Table 1, the latency between
each transit node is based on the average of measure values during the period
between August 2003 and June 2005 measured by IEPM [11]. Each AS belongs
to one of the continents, and the delay to the transit node takes [0 − 50]ms. Up
to 2000 nodes for each AS are deployed and an intra-AS delay of [0 − 10]ms
is established in our experiments. For the parameters we refer to [11][12]. The
stated parameters are used for our results, unless otherwise explicitly stated.

3.2 Lookup Latency

To verify the performance of P3ON, we measured the lookup latency with a
virtual network, which varies in size by 250, 500, 1000, 2000, 4000, 8000 and
16000 nodes. Since P3ON is significantly affected by the AS size and the number
of ASs, experiments with different numbers of ASs and different numbers of
nodes in each AS are as important as experiments with the total number of the
nodes being changed. Therefore, we increased the network size with two different
ways. First, we fix the number of nodes in each AS to 50, and we increase
the number of ASs as follows: 5(250), 10(500), 20(1000), 40(2000), 80(4000),
160(8000) and 320(16000). The values in the parentheses stand for the network
size (total number of nodes in overlay). Second, we now fix the numbers of ASs
to 50, and change the AS size as follows: 5(250), 10(500), 20(1000), 40(2000),
80(4000), 160(8000) and 320(16000).

Figure 3 shows the result of our experiments. Since P3ON is an enhanced
version of the Chord’s lookup algorithm, it is natural that P3ON outperforms
Chord. We can see the first way of increasing the AS size with the fixed number
of ASs maintains the lookup latency around 600 − 800 ms. When the AS size
is too small, i.e. 5 nodes, the total cache slots in the AS is 50, so that P3ON
performs worse than Chord due to frequent cache miss. In this situation, the

Fig. 3. Lookup latency versus network size (ms)
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Fig. 4. Number of queries reached at each node before and after the load distribution

Table 2. Effect of load distribution

before after
Total number of query request 8999 6742

Average 1.73 1.30
Maximum 1133 271

Standard deviation 20.50 8.37

delay consumed by the first phase of two-phase lookup algorithm is only a burden
to the system. The delay is beneficial when the cache size becomes bigger than
7. The lookup latency fixed around 600-800 is the counterbalance between effect
of cache and network size increase. However, the lookup latency of the second
way slowly increases as the number of ASs increases, with the fixed AS size. This
can be explained as follows. Through the two-phase lookup algorithm, a node
is able to utilize the whole information cached at all the nodes in the same low
tier ring. Since a low tier ring corresponds to one AS, increasing the number of
ASs does not increase the cache hit probability within a single AS.

3.3 Load Distribution

In this experiment, we reveal how the entire workload (the number of lookup
requests) is distributed among all the nodes in the overlay. Figure 4 shows the
amount of load at every node with the definition of the term ‘load’ at Section 2.4.
Since queries are skewed, a small portion of the nodes dominates the target of
the lookup requests before load distribution. The difference in the total number
of query requests in Table 2 is due to the cache in each node. If the target key
is in its own cache, the node does not initiate the lookup process at all.

Figure 4 shows the impact of load distribution in P3ON. Through the local
cache, intra-AS, and inter-AS advertisement messages, the overloaded node’s
load is significantly reduced. Each local ring reduces a significant amount of
load by facilitating the local cache. Query requests that take place due to cache
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misses are mostly filtered by the predecessor nodes of the overloaded node. Af-
ter the load distribution process is in effect, the predecessor nodes experience
slightly more load than before. If the predecessor node’s capacity is insufficient
to handle this additional load, it becomes an overloaded node and triggers its
own advertisement to reduce the load. By that domino effect, the lookup load is
efficiently distributed in a fully decentralized manner.

The performance of the proposed load distribution algorithm is affected by
several factors as follows: the place where the overloaded node is located within
the low tier ring, the size of the low tier ring, and the size of predecessor AS. If
there are a lot of predecessors of the overloaded node in the low tier ring, the
load will be distributed to the predecessors due to the intra-AS advertisement
message. Likewise, if the predecessor AS has a number of nodes therein, they
will also help mitigate the load of the overloaded node.

4 Conclusion

Peer-to-peer (P2P) overlay networks should be carefully constructed to reduce
the lookup latency, especially taking into account real network topologies. Most
of P2P protocols and systems have focused on how to reduce the hop distance in
lookup operations. However, even a single hop in overlay networks can reach far
more than 10 hops in real networking environments. In this paper, we propose a
proximity based peer-to-peer overlay network (P3ON), which is a fast, scalable
lookup algorithm. P3ON is composed of two overlays. The high tier ring is a
global overlay in which every node participates. Whereas, the low tier ring is a
local overlay that consists of nodes in the same autonomous system (AS). Since
the low tier ring consists of nearby nodes (in the same AS), the lookup latency
can be significantly reduced if the first search within the low tier ring is successful.
To this end, previously queried keys and results (locations of keys) are stored in
the corresponding node of the low tier ring. Also, to cope with skewness of load
(of key lookup) distribution, P3ON effectively replicates the popular keys (and
results) to neighbor nodes and neighbor ASs. This replication is realized by two
advertisement messages: intra-AS advertisement and inter-AS advertisement.
Simulation results reveal that P3ON outperforms the existing ring-based P2P
network (i.e. Chord) in terms of lookup time and achieves relatively balanced
load distribution. Since the real (underlying) network topology is a key issue
in determining the performance of P3ON, we are currently working on more
realistic experiments.
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Abstract. We propose a provider edge (PE)-based provider provisioned
mobile VPN mechanism, which enables efficient communication between
a mobile VPN user and one or more correspondents located in different
VPN sites. The proposed mechanism not only reduces the IPSec tun-
nel overhead at the mobile user node to the minimum, but also enables
the traffic to be delivered through optimized paths among the (mobile)
VPN users without incurring significant extra IPSec tunnel overhead.
The proposed architecture and protocols are based on the BGP/MPLS
VPN. A service provider platform entity named PPVPN (Provider Pro-
visioned VPN) Network Server (PNS) is defined in order to extend the
BGP/MPLS VPN service to the mobile users. Compared to the existing
mechanisms, the proposed mechanism requires less overhead with respect
to the IPSec tunnel management. The simulation results also show that
it outperforms the existing mobile VPN mechanisms with respect to the
handoff latency and/or the end-to-end packet delay.

1 Introduction

VPNs have been attaining significant attention as a cost effective replacement
of enterprise networks with private leased lines. Complexities in management,
though, become one of the obstacles in the wider deployment of VPN services.
PPVPN, for which the entire jobs related to the management as well as the
establishment of a VPN are to be provided by the VPN service providers, is
proposed so that the customers are relieved from the complexities of provisioning
a VPN. PPVPN is under the process of standardization within the Layer 2
VPN (L2VPN) and Layer 3 VPN (L3VPN) working groups (WGs) of Internet
Engineering Task Force (IETF). Our work is specifically related to supporting
mobility within the layer 3 VPN.

For the layer 3 VPN, three mechanisms are proposed: BGP/MPLS VPN,
Virtual Router VPN, and CE-based IPSec VPN [1]. In the BGP/MPLS VPN
and the Virtual Router VPN, a customer edge (CE) device is connected to a
PE device, and the PEs perform VPN establishment procedures. Since both
the BGP/MPLS VPN and the Virtual Router VPN consist of PEs, they are
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categorized as a PE-based VPN. In the CE-based IPSec VPN, on the other
hand, CEs are directly connected with each other by establishing IPSec tunnels
among themselves. In contrast to the PE-based VPN, the CE-based IPSec VPN
is a CE-based VPN. In terms of the number of tunnels to provide VPN services
and the complexities to add or to delete a site to or from a VPN, the PE-based
VPNs are more scalable than the CE-based VPNs.

In addition to providng the management support for the fixed VPN users,
supporting mobility the VPN services becomes important. Mobile VPN mecha-
nisms to enable a mobile user to make a secure access to a server in the corporate
network are proposed [2] [3] [4] [5]. In these mechanisms, a mobile user node is
one of the end points of an IPSec tunnel when the user is in a foreign network,
and hence the mobile user node is involved in the IPSec tunnel management
overhead in this mechanism. Furthermore, it could be inefficient to provide a
service for a mobile user which wants to communicate with one or more corre-
spondent(s) residing in different VPN sites. Either the VPN traffic to or from
the mobile user always has to detour the home network of the mobile user, or
the mobile user has to build a separate IPSec tunnel with every gateway of the
VPN sites in which its correspondents reside.

To reduce the IPSec tunnel management overhead at the mobile user node,
the CE-based IPSec VPN mechanisms are extended so that the GW of the
foreign network, on behalf of the mobile user, establishes IPSec tunnel with
the VPN GW of the mobile user’s home network [6] [7]. In [6], registration of
a mobile VPN user to its HA is made via a service provider platform entity
named Service Provisioning Platform (SPS), and SPS provisions a IPSec tunnel
between the foreign GW and the VPN GW of the mobile user’s home network.
The inefficiency in supporting communications between a mobile user and one
or more correspondents residing in different VPN sites still remains, though.
For route optimization (RO), foreign GW serving the mobile VPN user has to
establish a separate IPSec tunnel with each VPN GW of the VPN sites in which
the correspondents of mobile user reside.

In this paper, hence, we propose a PE-based mobile VPN mechanism, which
enables efficient communication between a mobile VPN user and one or more
correspondents located in different VPN sites. The proposed mechanism not only
reduces the IPSec tunnel overhead at the mobile user node to the minimum, but
also enables the traffic to be delivered through optimized paths among the (mo-
bile) VPN users, regardless of their locations, without incurring significant extra
IPSec tunnel overhead. The proposed mechanism is based on the BGP/MPLS
VPN, and an entity named PNS is defined within a service provider platform in
order to extend the BGP/MPLS VPN service to the mobile users.

The rest of the paper is organized as follows. Section 2 presents the details
of the proposed mobile BGP/MPLS VPN architecture and protocols. The man-
agement overhead of the existing mechanisms and the proposed mechanism are
analyzed and compared in section 3. In section 4, simulation results on the per-
formance of the existing mechanisms and the proposed mechanism are given.
Finally, we conclude our work in Section 5.
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2 Mobile BGP/MPLS VPN

This section explains the details of the proposed mechanism. First, the network
architecture and protocol entities to provide the mobile VPN services based
on the BGP/MPLS VPN are specified. The procedure for a mobile VPN user
visiting a foreign network to attain the access to the VPN from the foreign
network is then explained.

2.1 Network Architecture and Protocol Entities for Mobile
BGP/MPLS VPN Services

Fig. 1 shows the network architecture and the tunnels to be established for the
proposed mobile BGP/MPLS VPN services. For the proposed mechanism, the
GW of foreign network has to assume the role of CE temporarily for the mo-
bile users visiting its area. Differentiating it from the CE in the home network,
let us call it as a foreign CE (FCE). A logical attachment circuit is dynami-
cally established between the FCE and a PE. Similar to the static attachment
circuit between the CE and PE of the BGP/MPLS VPN, IPSec tunnel should
be established in order to provide the necessary security for a VPN over the
dynamic attachment circuit. The PE to which the FCE is attached treats the
VPN site behind the FCE in the same way as it does with a static VPN site of
a BGP/MPLS VPN.

The PNS is an entity belonging to the service provider platform. It provides
the mobility management for the mobile users of VPNs and provisions the VPNs
accordingly. Specifically, if a mobile user moves out to a foreign network, the PNS
provides the FCE and a selected PE with necessary information to establish a
dynamic attachment circuit, i.e., an IPSec tunnel between them. It also provides
the PE with the information such as the VPN topology, route target (RT), and
route distinguisher (RD) so that the PE can participate in the BGP/MPLS VPN
establishment operations for the mobile user [8].

Fig. 1. Network architecture and the tunnels for the proposed mobile BGP/MPLS
VPN

The accounting, authorization and authentication server for the foreign net-
work (AAAF) and the AAA server for the service provider (AAAP) communicate
with each other for the AAA of the mobile VPN users. The User Profile Server
(UPS) maintains the user service profile information regarding the VPN.
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2.2 Mobile BGP/MPLS VPN Establishment and Access

Fig. 2 illustrates the mobility management procedure for a mobile VPN user to
obtain access to the VPN from a foreign network. In the proposed mechanism,
Diameter MIPv4 protocol is used for the mobile user’s registration and AAA
service. Diameter MIPv4 is the protocol standardized by the AAA WG of IETF
for the authentication, authorization, and accounting for a mobile user [9]. A
mobile VPN user generates a MIP Registration Request message when it moves
into a foreign network. Fig. 3 shows the MIP Registration Request message issued
by a mobile VPN user. In order to have the registration request to be delivered
to the PNS, the address of PNS instead of the address of HA is specified in
the HA field of the MIP Registration Request message. It is assumed that the
address of PNS is pre-configured in the mobile VPN user’s node. A new field
named FCE address is added to specify the address of FCE so that the PNS
could find out the FCE serving the mobile VPN user. The address of FCE is
assumed to be obtained from the Agent Advertisement. In the extension field of
the MIP Registration Request message, the Network Address Identifier (NAI)
of AAAP is specified instead of the AAAH NAI since the AAA service for the
mobile VPN user is provided by the service provider instead of the user home
network in the proposed mechanism.

Diameter MIPv4 uses two types of Care-of-Address (CoA): FA-CoA and Co-
CoA. If FA-CoA is used, the MN sends the MIP Registration Request message
to the FA (A2 in Fig. 2). Receiving the MIP Registration Request message,

Fig. 2. Mobility management for a mobile VPN user in the Mobile BGP/MPLS VPN
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the FA generates an AA-Mobile-Node-Request (AMR) message based on the
information carried in the MIP Registration Request message and sends it to
the AAAF (A3 in Fig. 2). The FCE address in one of the extension fields of the
MIP Registration Request message is copied to AMR together with the other
information in the extension fields. Fig. 4 shows the AMR message used for the
proposed mechanism. It is extended with MIP-FCE-Address field specifying the
FCE address.

Receiving the AMR message, the AAAF checks the NAI of the destination
AAA server, which is the NAI of AAAP in the proposed mechanism, and de-
termines that the message has to be relayed to AAAP (A4 in Fig. 2) [10]. The
AAAP checks the MN-AAA authentication extension [11]. Upon the successful
authorization, the AAAP sends Home-Agent-MIP-Request (HAR) message to
the PNS (A5 in Fig. 2). Receiving the HAR message, the PNS starts to process
the VPN provision and mobility management procedure for the mobile user.
On the other hand, if Co-CoA is used, the MN sends the MIP Registration
Request message to the PNS directly (B1 in Fig. 2). Receiving the MIP Regis-
tration Request message, the PNS generates the AMR message and sends it to
the AAAP for the authentication and authorization of the mobile user and the
VPN service (B2 in Fig. 2). The AAAP replies to the PNS with the AMA mes-
sage (B3 in Fig. 2). Upon receiving the AMA message, the PNS starts to process
the VPN access and mobility management procedure for the mobile user.

The PNS maintains the VPN Service Tunnel (VST) table to keep the nec-
essary management information for each VPN as shown in Fig. 5. The VST
table contains 5 entries for each VPN: an entry for the MN to FCE binding
information (MN_to_FCE_Binding list), an entry to keep the information

Fig. 3. Diameter MIPv4 Registration
Request message for the mobile
BGP/MPLS VPN

Fig. 4. Modified AMR message for the
mobile BGP/MPLS VPN

Fig. 5. VST table structure
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for setting up an IPSec tunnel for each PE and an attached FCE/CE pair
(PE − FCE/CE_Security list), an entry to keep the security information to
be used between the PNS and a FCE/CE (PNS − FCE/CE_Security list),
an entry for the RT/RD policy information (RT/RD_policy), and the entry to
keep the topology information of the corresponding VPN (Topology). Except for
the RT/RD_policy, which is assigned and fixed for each VPN, the above entries
are updated as a mobile VPN user changes its location and is attached to a
new FCE.

Receiving either the HAR message or the AMA message from the AAAP, the
PNS determines the PE to provide the service of VPN access to the mobile user.
The PE can be determined either in a static way based on the mobile user’s
VPN service profile and the management policy of the respective VPN, or in
a dynamic way, for instance, among the PEs that can satisfy the mobile user’s
requirements, the nearest PE from the FCE can be selected.

The PE − FCE/CE_Security list of the VPN is then looked up from the
VST table in order to check whether an IPSec tunnel already exists, between the
selected PE and the FCE pair, for the VPN. If it does, the mobile user can be
readily served by the existing one, and the PNS simply informs the PE of HoA of
the new VPN user using the VRF Update message so that the VRF table in the
PE can be updated (A6 in Fig. 2). Otherwise, the PNS first sends out the security
and encryption related information to the FCE, which the FCE should use to
communicate with the PNS through the secure remote configuration channel
(A8 in Fig. 2). The security and encryption information for the FCE is then
appended to the PNS − FCE/CE_Security list of the VST table. The PNS,
then, sends out the IKE Negotiation Request message to the selected PE and
the FCE through the secure remote configuration channel (A9 in Fig. 2). IKE
Negotiation Request message is defined for the proposed mechanism in order for
the PNS to request the PE and the FCE to establish an IPSec tunnel between
them as an attachment circuit for a specific VPN.

The IKE Negotiation Request message sent to the PE also includes the HoA
of the MN, the RD and the RT of the VPN, which are used for the PE to update
its VRF table and to distribute the route information to the other PEs belonging
to the same VPN. To the FCE, the PNS includes HoA and CoA of the MN in the
IKE Negotiation Request message so that the FCE can maintain the mapping
between the HoA, the CoA and the corresponding IPSec tunnels. This mapping
information is used by the FCE for VPN data packet delivery. Upon receiving the
IKE Negotiation Requests message, the PE and the FCE establishes the IPSec
tunnel between themselves (A10 in Fig. 2). After the IPSec tunnel is established,
the PE sends out IPSec Tunnel Complete message to the PNS (A11 in Fig. 2).
Receiving the IPSec Tunnel Complete message, the PNS checks whether the PE
is newly joining to the service of that particular VPN. Note that the PE had
to establish a new IPSec tunnel with the FCE does not necessarily mean that
the PE is new to providing service to the given VPN. The PE might have had
another CE or an FCE of the corresponding VPN attached to itself already. If
the newly established IPSec tunnel is the first one at the PE for the given VPN,
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then the PE is newly joining to the service of the given VPN. In that case, the
PNS informs the address of the other PEs serving the same VPN to the new
PE using the Member PE Addresses message (A12 in Fig. 2), and notifies the
other PEs of that VPN to send the BGP routing update information of the
corresponding VPN to the new PE (A13 in Fig. 2) so that the VRF table of
the new PE can be completed.

After establishing the IPSec tunnel between the PE and the FCE, the PE
inserts the mapping between the HoA of the MN and the IPSec tunnel into
the VRF table of the corresponding VPN. Note that each entry of VRF table
corresponds to a site for the static VPN whereas a single mobile VPN user takes
a separate VRF entry. Upon updating the VRF table for the new mobile VPN
user, the PE advertises the information to the other PEs serving the same VPN
through the multi-protocol BGP (MP-BGP) sessions (A7 in Fig. 2). The other
PEs update their VRF table with the received routing information, and forward
it to the CEs of the VPN that are attached to themselves. Especially when the
CE of the mobile user’s home network receives the routing information for the
mobile user, the CE forwards the information to the HA. The HA, then, updates
the mobility management binding table entry so that the CoA of the MN is set
to the address of the CE. If the PE is newly joining to the service of the given
VPN, the other PEs serving the same VPN extract the set of routes that appear
in their VRF table and send it to the new PE (A14 in Fig. 2).

When the PE determines that the VPN route distribution is completed, it
sends out the VPN Setup Complete message to the PNS (A15 in Fig. 2). The
VPN Setup Complete message includes the security information related to the
IPSec tunnel established between the FCE and the PE. Receiving the VPN Setup
Complete message, the PNS appends the MN to FCE mapping information to
the MN_to_FCE_Binding_list, and the security information specified in the
VPN Setup Complete message to the PE −FCE/CE_Security list in its VST
table. If the PE is newly joined to the service of the given VPN, the Topology
entry also needs to be updated to include the PE. Finally, the rest of the the
mobility management procedure for a mobile VPN user is proceeded as shown
A16∼A19 and B4 in Fig. 2.

3 Comparisons on Complexities and Overhead of Mobile
VPN Access Mechanisms

Fig. 6 compares the existing and the proposed mobile VPN mechanisms with
respect to the IPSec tunnels to be set up for optimal path data delivery. (a)
and (b) correspond to the user- and CE-based mobile VPN respectively, and (c)
corresponds to the proposed mechanism. In (a), if a mobile VPN user wants to
communicate with multiple correspondents residing in one or more VPN sites,
the MN should know the address of the CEs for those VPN sites, and has to
establish separate IPSec tunnels toward each CE. The IPSec tunnel management
overhead at a user node is, therefore significant.
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In (b), for the end-to-end secure communication, IPSec tunnel is established
between the MN and the FCE, and between the FCE to every CE under which
the correspondents of the mobile VPN user reside. Even when a mobile VPN user
wishes to communicate with multiple correspondents, only a single IPSec tunnel
need to be established at a user node. Furthermore, if multiple mobile users
belonging to the same VPN are under the service of the FCE and if they want
to communicate with the same set of correspondents, the FCE can aggregate
the requests onto the same set of IPSec tunnels, and hence reduces the IPSec
tunnel establishment overhead compared to the mechanism in (a).

In (c), an IPSec tunnel needs to be established between the MN and the
FCE, and then between the FCE to a PE for secure end-to-end communication
of a mobile VPN user. Similar to (b), just a single IPSec tunnel needs to be
established at a user node. The FCE also need to establish just a single IPSec
tunnel toward a PE for a VPN. (c) incurs, though, route distribution overheads
to update the routing table maintained in the PEs whenever a mobile VPN user
changes its location. Both (b) and (c) have drawback of utilizing concatenated
IPSec tunnel to provide an end-to-end secure communication.

Fig. 6. IPSec tunnel overhead for different mobile VPN mechanisms

4 Simulation

The performance of the proposed mechanism (called as M-BGP/MPLS here-
inafter) and the existing provider provisioned mobile VPN mechanisms are com-
pared through simulation experiments. Specifically, the CE-based mobile VPN
mechanism proposed in [6], and the variation of [6] for route optimization are
compared, and they are called as M-CE IPSec without RO and M-CE IPSec

Fig. 7. Simulation network model
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with RO hereinafter. The simulation experiments are done using the OPNET
Modeler 11.0. The handoff delay, the average throughput over the handoff pe-
riod, and the end-to-end packet delay are measured. Fig. 7 shows the simulation
network model. The mobile VPN users MN1 and MN2 move out to the foreign
network 1 and 2 respectively, and MN1 transmits 100Kbps of constant bit rate
traffic toward MN2. The transit delay within a single network site is assumed
to be 0.1msec, and the transit delay between different network sites are varied
from 1msec to 0.5sec.

Fig. 8 shows the handoff delay that the MN1 experiences when it moves to
the foreign network 1. For the M-CE IPSec with RO, the IPSec tunnel from the
foreign network GW to the home network GW is first established and another
IPSec tunnel between the GW of foreign network 1 and the GW of the foreign
network 2 is then establish for optimal path data delivery. The moment that
the direct IPSec tunnel is established between the GWs of the foreign networks
is considered as the handoff completion moment for the M-CE IPSec with RO.
The handoff delay is longest with the M-CE IPSec with RO since it has to go
through the IPSec tunnel establishment procedure twice for handoff completion.
The handoff delay for the M-CE IPSec without RO, which requires a single
IPSec tunnel establishment, and the proposed M-BGP/MPLS, which requires
the route distribution by BGP for the entire provider network to be completed,
are similar.
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Fig. 9. Components of handoff delay

In Fig. 9, the solid lines identify the delay for IPSec tunnel establishment
in the M-CE IPSec mechanisms, and the route distribution delay in the M-
BGP/MPLS. The dotted lines identify the delay for the rest of the handoff
procedure. Even though the route distribution in the M-BGP/MPLS incurs rel-
atively larger volume of control messages than the IPSec tunnel establishment
procedure, the delay for the route distribution does not exceed the delay in-
curred by IPSec tunnel establishment in the M-CE IPSec mechanisms since the
transmission of route information from a certain PE is done in parallel with the
other PEs’ transmission. The delay for the other processes of handoff is a little
longer in the M-BGP/MPLS.
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Fig. 11. End-to-end packet delay

Fig. 10 shows the average throughput during the handoff period. For these
numerical results, the throughput is measured from the beginning of the handoff
until the M-CE IPSec with RO, which incurs the longest handoff delay, completes
the handoff procedure. All three mechanisms show similar performance with
respect to the average throughput. Even though the M-CE IPSec with RO has
longer handoff delay than the other two mechanisms, the average throughput is
similar since the traffic transmission proceeds through the detouring path, i.e.,
through the home network, once the IPSec tunnel to the GW of home network
is setup.

Fig. 11 shows the end-to-end packet delay during a certain period of simulation
time. The Internet transit delay is set to 0.05sec for this experiment. While the
traffic source MN1 is in the home network the three mechanisms show similar end-
to-end packet delay. During the handoff, no packet is delivered, and after the MN1
moves to the foreign network 1, the M-CE IPSec without RO has longer end-to-
end packet delay than the other two mechanisms since the traffic has to detour
the home network to be delivered to MN2, which is in the foreign network 2.

5 Conclusions

A provider provisioned mobile VPN mechanism based on BGP/MPLS VPN is
proposed. The proposed mechanism enables efficient communication between
a mobile VPN user and one or more correspondents located in different VPN
sites. The proposed mechanism not only reduces the IPSec tunnel overhead at
the mobile user node to the minimum, but also enables the traffic to be deliv-
ered through optimized paths among the (mobile) VPN users without incurring
significant extra IPSec tunnel overhead. Compared to the existing mechanisms,
the proposed mechanism requires less overhead with respect to the IPSec tunnel
management. The simulation results also show that it outperforms the existing
mobile VPN mechanisms in terms of the handoff latency and/or the end-to-end
packet delay.
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Abstract. In this paper, we propose several candidate models to support Diff-
Serv QoS for multimedia applications in broadband access network environ-
ments, and discuss about smooth migration path from current best-effort access 
networks to DiffServ-enabled ones. Since broadband access networks are al-
ready widely deployed in the world, there are several important consideration 
factors when supporting DiffServ in broadband access networks. They are 
backward compatibility with DiffServ-unaware legacy systems, consistency 
with existing pricing infrastructure, effective QoS support for various applica-
tions, and so on. The DiffServ models proposed in this paper are divided into 
static and dynamic models. The static DiffServ models include Flat DiffServ 
providing per-subscriber DiffServ QoS and Structured DiffServ providing both 
per-service and per-subscriber DiffServ QoS. The dynamic DiffServ models in-
clude Direct DiffServ for peer to peer multimedia applications and Indirect 
DiffServ for applications of service providers. Based on the analysis of the pros 
and cons of the proposed models and the characteristics of current broadband 
access networks, smooth migration path toward QoS-enabled broadband access 
networks is also discussed. 

1   Introduction 

In the past decade there have been a lot of research and standardization activities for 
QoS architectures such as IntServ and DiffServ, traffic shaping and policing, queuing 
and scheduling, QoS signaling, and so on[1,2,3]. And in recent years there has been 
explosive growth in multimedia computing in Internet, which requires differentiated 
QoS support[4].  However, it is not easy to find QoS-enabled networks, particularly 
QoS-enabled broadband access networks, in real world because of huge investment to 
equip new QoS-enabled systems, difficulties in keeping backward compatibility with 
legacy QoS-unaware systems, complexity increase and performance degradation of 
QoS-enabled network systems, difficulties in keeping consistency with existing pric-
ing infrastructure, and so on. Nevertheless, QoS support in broadband access network 
is indispensable because QoS-sensitive realtime multimedia applications such as 
voice of IP, teleconferencing, IP TV, and audio/video streaming are currently rapidly 
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deployed in broadband access networks. We believe that it is very important to keep 
smooth migration from current best-effort networks toward QoS-enabled ones when 
supporting QoS in broadband access networks.  

From both technical and economic viewpoints, DiffServ IP QoS architecture is ac-
cepted as a more practical solution in Internet world because the other IntServ archi-
tecture is more complex and has scalability problem. The DiffServ architecture can be 
differently applied according to the corresponding environments. In this paper, we 
propose several models to support DiffServ QoS in broadband access network envi-
ronments. We also discuss about smooth migration path from current best-effort ac-
cess networks to DiffServ-enabled ones after analyzing the characteristics of current 
broadband access networks and pros and cons of the proposed models. The DiffServ 
models proposed in this paper for broadband access networks are divided into static 
DiffServ models and dynamic DiffServ models. The static DiffServ models provided 
through static provisioning at subscription time, for example, include Flat DiffServ 
and Structured DiffServ. The Flat DiffServ provides per-subscriber DiffServ QoS, 
and the Structured DiffServ provides both per-service and per-subscriber DiffServ 
QoS. The dynamic DiffServ models, which provides dynamic mechanisms for chang-
ing DiffServ QoS parameters through  the use of some QoS signaling protocols, in-
clude Direct DiffServ for peer to peer multimedia applications and Indirect DiffServ 
for applications of service providers.  

2   Related Works 

There were some proposals suggesting RSVP-based access networks under the as-
sumption that RSVP would be widely deployed and most multimedia applications 
would be developed assuming RSVP as the resource reservation protocol[5,6]. But 
this does not seem to be the case right now, and it is believed that using RSVP even in 
the access network will introduce unneeded complexity. DSL-Forum suggested a two-
phased approach based on DiffServ architecture for QoS-enabled DSL networks[7]. 
Phase 1 is a near-term solution and characterized by DiffServ provided through static 
provisioning, and phase 2 long-term solution adds a dynamic mechanism for changing 
the DiffServ QoS parameters through the use of a policy-based networking enhance-
ment. [7] specifies only architectural requirements for the support of QoS-enabled IP 
services, but it does not present any idea on how to support phase 1 static DiffServ in 
current flat-rate pricing environments so as to keep backward compatibility with leg-
acy QoS-unaware systems as much as possible. It also does not present any idea on 
what signaling interfaces are needed for phase 2 dynamic DiffServ QoS, on what 
signaling protocol can be used for the interfaces, and on how to migrate from phase 1 
toward phase 2. Those issues will be mainly resolved in this paper. The issues related 
with static DiffServ are relatively simple. But signaling interface and protocol issues 
for dynamic DiffServ are different. European IST project AQUILA developed a dy-
namic signaling mechanism based on CORBA[8], [9] proposed COPS(Common 
Open Policy Service) protocol-based signaling mechanism for dynamic DiffServ. We 
propose dynamic DiffServ models in broadband access networks based on the COPS 
protocol since it is simple, application-independent, and standard protocol. 
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3   Static DiffServ Models 

Static DiffServ is provided through static provisioning at subscription time or at the 
time when the SLA(Service Level Agreement) contracted at subscription time needs 
to be changed. If a SLA between a subscriber and an ISP is contracted, the subscriber 
always receives the QoS specified in the SLA and needs to be correspondingly 
charged. In this paper, we propose two different models to support static DiffServ in 
broadband access network environments. One is Flat DiffServ, the other is Structured 
DiffServ.  

3.1   Flat DiffServ 

Flat DiffServ is simplest model to support DiffServ in broadband access networks. A 
subscriber is provided with differentiated DiffServ QoS according to the SLA, but the 
QoS is flat in the sense that the traffic from a subscriber is equally treated. (a) of  
Fig. 1 shows the operational model of Flat DiffServ.  
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Fig. 1. Flat DiffServ model 

The SLA between a subscriber and an ISP is firstly established and corresponding 
SLS(Service Level Specification) is delivered to the NAS(Network Access Server), 
an equipment interconnecting an access network and an ISP backbone network, via 
off-line or on-line interface. The SLS of Flat DiffServ may include subscriber identi-
fication information, bandwidth allocated for the subscriber, service class, DSCP, 
pricing information, and so on. When a subscriber is trying to access Internet, the 
NAS will authenticate the subscriber based on the identification information of corre-
sponding SLA and allocate IP address if necessary. Then the NAS will be ready to 
provide appropriate DiffServ for traffic from the subscriber based on the correspond-
ing SLS. The NAS will appropriately mark and handle the IP datagrams from a  
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subscriber based on the service class and DSCP of the SLS. In Flat DiffServ, classifi-
cation of an IP datagram for DSCP marking will be done according to the source IP 
address because flat QoS is provided per-subscriber irrespective of application ser-
vice. The marked datagrams will be appropriately treated in the DiffServ-enabled ISP 
backbone network. 

In the Flat DiffServ model, subscribers of a broadband access network can be clas-
sified into several classes. (b) of Fig.1 shows an example classification of subscribers 
of a Flat DiffServ-enabled broadband access network. Expedited class provides dedi-
cated bandwidth IP transfer service and is serviced through EF PHB(Per-Hob Behav-
ior) defined in [10]. VPN(Virtual Private Network) subscribers may belong to this 
Expedited class. Subscribers who are using realtime multimedia application services 
can be classified into Assured class which provides statistical bandwidth IP transfer 
service. The Assured class may be divided into several sub-classes serviced through 
corresponding AF PHBs defined in [11]. Conventional Internet subscribers can be 
classified into Best-effort class serviced through BE PHB. 

3.2   Structured DiffServ 

Most significant problem of the Flat DiffServ model is that incoming traffic from a 
subscriber should be equally treated. That means that there is no ways to differently 
handle packets from a subscriber when congestion occurs, even though the subscriber 
are simultaneously using several application services of different QoS requirements. In 
the case of Expedited class where every packet is treated with highest priority in order 
to provide low delay, low jitter, and low error rate and  in the case of Best-effort class 
where every packet is treated in FIFO-based, per-service differentiated QoS support for 
a subscriber will not be required. But it is different in the case of Assured class where 
statistical bandwidth IP transfer service is provided. In this case, packets of lower QoS 
requirement need to be discarded first by using WRED[12], for example.  

Structured DiffServ allows an end-system to classify per-service traffic, if neces-
sary, in addition to per-subscriber traffic classification of Flat DiffServ model at NAS, 
as shown in (a) of Fig. 2. (b) of Fig. 2 shows an example of per-service traffic classi-
fication for Structured DiffServ. Traffic of an Assured class subscriber can be further 
classified into CM(Conversational Multimedia) service traffic which has low drop 
precedence in case of congestion, SM(Streaming Multimedia) service traffic which 
has medium drop precedence, and CI(Conventional Internet) service traffic which has 
high drop precedence. If the Assured_x class is defined to be serviced through AFxy, 
the CM, SM, and CI service traffic can be serviced through AFx1, AFx2, and AFx3 
respectively. Default per-service traffic class may be CI class. Traffic proportion of 
each per-service class within a per-subscriber class will be specified in SLA estab-
lishment, policed by NAS, and properly related with pricing policy.  

As shown in (c) of Fig. 2, 6-bit DSCP field can be divided into 3-bit per-subscriber 
sub-DSCP field and 3-bit per-service sub-DSCP field to support Structured DiffServ. 
In Structured DiffServ-enabled broadband access networks, end-system is responsible 
for marking the per-service sub-DSCP and NAS is responsible for marking the per-
subscriber sub-DSCP. If end-system does not mark the per-service sub-DSCP, NAS 
will mark default value for the sub-DSCP.  
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Fig. 2. Structured DiffServ model  

4   Dynamic DiffServ Models 

Since, in the static DiffServ models explained in the previous chapter, provisioning of 
network resources to a QoS client(a subscriber) is done on long-term scale(e.g., sev-
eral months), it is difficult for the ISP to adapt to changes in traffic demand. Even 
when a realtime multimedia subscriber of Assured class does not use any realtime 
multimedia application, networks resources allocated to the client can not be released 
to support Best-effort class. This will lead to underutilization of network resources. 
There is no ways for a lower QoS subscriber to request higher QoS for a specific 
application(e.g., VoIP) in the static DiffServ models, too. Dynamic DiffServ models 
are proposed to overcome these problems.  

Dynamic DiffServ allows a QoS client to dynamically request a QoS server to sup-
port and release the required QoS through a signaling mechanism. In the broadband 
access networks, NAS will become QoS sever. There may be two different QoS cli-
ents. In the case of P2P(Peer-to-Peer) applications, end-systems responsible for being 
charged will become QoS clients, and the DiffServ QoS will be directly requested by 
the application entities of end systems. It is different in the case of ASP(Application 
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Service Provider) applications where there are QoS proxy servers responsible for 
being charged. SIP Default proxy server, H.323 default gatekeeper, and RTSP stream-
ing server may become QoS proxy servers, and DiffServ QoS will be indirectly re-
quested by a QoS proxy server on behalf of the application entities of end systems. In 
this paper, two different dynamic DiffServ models, called Direct DiffServ and Indi-
rect DiffServ, are presented to support P2P multimedia applications and ASP multi-
media applications respectively. 

4.1   Direct DiffServ 

Fig. 3 shows an operational model of Direct DiffServ in broadband access networks. 
In order to request NAS to support DiffServ QoS, end system of an application col-
lects identification information and QoS attributes for the constituent media streams 
when an application session is established((1) of Fig.3).  
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Fig. 3. Operational Model of Direct DiffServ 

Typical stream identification information may include source IP address, destina-
tion IP address, transport protocol, source port, and destination port. And the QoS 
attributes may include media type(e.g., audio, video, data), codec type(e.g., PCMU, 
H.263), transmission type(e.g., sendrecv, sendonly, recvonly), and QoS support 
type(e.g., assured-QoS, enabled-QoS[6]).The end-system will determine the DiffServ 
class of each media stream based on the acquired QoS attributes, and then request 
NAS to admit the IP QoS required for the session. The request message will carry the 
QoS attributes and DiffServ class for each media stream of the session. The request 
will be admitted by NAS after checking pre-defined policy information of the user, 
resource allocation status of NAS, and result of query to bandwidth broker if neces-
sary((2) of Fig.3). 

End system authorized to use some DiffServ QoS for each media stream through 
the admission procedure will send corresponding DSCP-marked packets of the stream 
to NAS((3) and (4) of Fig.3), and the NAS will police whether the DSCPs are admit-
ted ones or not. In case of invalid DSCP, the NAS will remark DSCP before queuing, 
prioritization, and forwarding toward an ISP router((5) and (6) of Fig.3). When the 
application session is released, end system will ask NAS to release QoS of the ses-
sion((7) and (8) of Fig.3). Since, in this model, end system is performing the role of 
QoS PEP(Policy Enforcement Point) and NAS is acting as a QoS PDP(Policy Deci-
sion Point), the standard PEP-PDP COPS(Common Open Policy Service)  
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protocol[13,14] can be used for the QoS signaling between end system and NAS. 
COPS REQ(Request), DEC(Decision), and DRQ(Delete Request) messages are cor-
respondent with QoS request, QoS admission, and QoS release, respectively. 

4.2   Indirect DiffServ 

In Indirect DiffServ model, end systems are not directly involved in supporting QoS. 
Instead QoS proxy servers of a multimedia application are allowed to request and 
release DiffServ QoS on behalf of application entities of end systems. Fig. 4 shows an 
operational model of Indirect DiffServ in broadband access networks. When an appli-
cation session is established, local QoS proxy server of the application(e.g., SIP  
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Fig. 4. Operational Model of Indirect DiffServ 

default proxy server, H.323 default gatekeeper) collects the identification informa-
tion and QoS attributes for the constituent media streams by capturing session es-
tablishment messages related with QoS negotiation, and determines the DiffServ 
class of each media stream((1) of Fig. 4). And then, the QoS proxy server requests 
NAS to admit the IP DiffServ QoS required for the session by sending a request 
message carrying the QoS attributes and DiffServ class for each constituent media 
stream. If the QoS request is successfully admitted, the QoS proxy server confirms 
a successful session establishment to the end system in application-dependent 
way((2) of Fig. 4).  

The IP datagrams of a media stream arriving at NAS, after completion of the ses-
sion establishment, will be appropriately classified, marked, processed, and forwarded 
toward an ISP router((3), (4), and (5) of Fig. 4). When the application session is re-
leased, the QoS proxy server will ask NAS to release QoS of the session((6) and(7) of 
Fig. 4). The QoS signaling between QoS proxy server and NAS can be based on the 
same COPS protocol as in Direct DiffServ model. 
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5   Comparison and Migration Path 

Since broadband access networks are already widely deployed in the world, it is very 
important to keep backward compatibility with existing QoS-unaware end systems 
when supporting DiffServ in broadband access networks. Moreover, consistency with 
existing flat-rate pricing infrastructure needs to be importantly considered because 
flat-rate pricing seems to remain so long time. Fig. 5 shows a smooth migration path 
toward DiffServ-enabled broadband access networks. Since, in Flat DiffServ model, 
the QoS-related functions such as traffic classification and differentiated traffic han-
dling are performed at NAS, end-systems(ES of Fig. 5) of Flat DiffServ model don’t 
have to be QoS-enabled. This means that Flat DiffServ-enabled broadband access 
networks are backward compatible with legacy DiffServ-unaware end systems. More-
over, in the Flat DiffServ-enabled broadband access networks, existing flat-rate  
pricing infrastructure can be used with a slight modification to price based on both 
bandwidth and DiffServ class,  not just on bandwidth. Therefore, it is relatively sim-
ple to migrate toward Flat DiffServ-enabled broadband access networks.  

Structured DiffServ model inherits the advantages of Flat DiffServ model in the 
sense that per-subscriber DiffServ QoS is still provided. And the significant problem  
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of Flat DiffServ model that incoming traffic from a subscriber should be equally 
treated is resolved in Structured DiffServ model, even though the per-service traffic 
classification is static and limited due to the constrained per-service sub-DSCP field. 
Flat DiffServ-enabled networks can migrate to support Structured DiffServ when end 
systems are able to support DiffServ. However, migration toward Structured DiffServ 
broadband access networks requires end-systems to be DiffServ-aware.  

By using the QoS signaling mechanisms, dynamic DiffServ models can provide 
more flexible and effective DiffServ QoS for multimedia applications than static Diff-
Serv models. However, in order to support Direct DiffServ in broadband access net-
works, several enhancements are needed in both end system and network sides. The 
end systems of Direct DiffServ-enabled networks should be DiffServ-aware and capa-
ble of supporting COPS protocol-based QoS signaling. NAS of a Direct DiffServ-
enabled network needs to be enhanced to be capable of pricing based on per-service 
QoS usage for each subscriber as well as supporting DiffServ and COPS protocol-
based QoS signaling. On the other hand, Indirect Diffserv model can be relatively 
easily deployed in the legacy DiffServ-unaware end system environments because end 
systems are not involved in supporting DiffServ QoS. However, Indirect DiffServ 
model can be supported only in ASP environments where there are QoS proxy servers, 
and requires a QoS signaling mechanism between QoS proxy server and NAS. 

6   Conclusion 

It is impractical to replace existing network equipments with QoS-enabled ones at a 
time in broadband access networks, even though QoS support is really necessary and 
related-technologies are readily available, because broadband access networks are 
already widely deployed in the world. Thus it is very important to keep smooth migra-
tion from current best-effort networks toward QoS-enabled ones when supporting 
QoS in broadband access networks. In this paper, we presented several DiffServ-
based models to support QoS in broadband access networks, and discussed a migra-
tion path toward DiffServ-enabled broadband access networks. Though there might be 
different cases according to different requirements in different environments, it is 
believed that practical approach to support QoS in broadband access networks is to 
follow Flat DiffSrev model first, Structured DiffServ model second, Indirect DiffServ 
model third, and finally Direct DiffServ model. QoS support in broadband access 
network is indispensable because QoS-sensitive realtime multimedia applications 
such as voice of IP, teleconferencing, IP TV, and audio/video streaming are currently 
rapidly deployed in broadband access networks. We believe that the proposed Diff-
Serv models and migration path discussed in this paper will contribute to rapid migra-
tion toward QoS-enabled broadband access networks. 
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Abstract. The UMTS radio resources are insufficient to support services that 
demand high bandwidth. Integration of heterogeneous wireless access systems 
into UMTS may be a way to overcome this problem. In the market, there are 
different wireless technologies, ranging from those that provide high and cheap 
bandwidth to those specially tailored for mass multimedia services. In this pa-
per, we address the integration of broadband and broadcasting technologies at 
the UMTS radio access level. More specifically, we discuss benefits of such in-
tegration for mobile operators and present necessary architectural and protocol 
modifications to the UMTS network.  

Keywords: UMTS, integration, radio access, WLAN, WiMAX, DVB-H, re-
source management. 

1   Introduction 

The demands for accessing services at high data rates while on the move, anyplace and 
anytime, have resulted in the current research activities towards the integration of het-
erogeneous mobile and wireless systems. In the market, there are various types of 
wireless access technologies that cover different areas, support different levels of mo-
bility, work in different frequency bands and are tailored for different services. The 
Universal Mobile Telecommunication System (UMTS) is a third-generation (3G) 
mobile network that initially offered voice and moderate data rates, while the recent 
enhancements have brought higher data rates and multicast services. Wireless Local 
Area Networks (WLANs), such as IEEE 802.11, provide at least one degree higher 
license-free capacity to slow-moving users at hotspots. Due to their complementary 
characteristics, 3G-WLAN interworking has drawn a lot of attention from the research 
community. When the Wireless Metropolitan Area Networks (WMANs) enhanced for 
mobility hit the market, like IEEE 802.16e that is also known as the Worldwide Inter-
operability for Microwave Access (WiMAX) system, research efforts have been redi-
rected to the integration of this technology, on one side, with complementary WLANs, 
and on the other, with UMTS for extra capacity provision. Furthermore, although exist-
ing for a long time, Digital Broadcasting Systems (DBS) were given a high attention 
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again with the emergence of new standards that provide one-to-many multimedia ser-
vices to fast moving portable devices. Such technologies are the European Digital 
Video Broadcasting for handheld devices (DVB-H), the Korean Digital Multimedia 
Broadcast (DMB), the UK Digital Audio Broadcast (DAB-IP), the US Qualcomm’s 
Media Forward Link Open Standard (MediaFLO), etc. 

For interconnection of heterogeneous systems, mobility management mechanisms 
may be deployed at different protocol layers, from the Medium Access Control 
(MAC) to the application layer [1]. This may be accompanied with different solutions 
for the integrated QoS support and security as well as the coordinated radio resource 
management. Combinations of interworking mechanisms have resulted in a variety of 
interworking architectures. Basically, all of them may fit into two general interwork-
ing approaches: either the networks remain independent of each other, possibly be-
longing to different administrative domains or one network is embedded in another 
and run by the common operator. In this paper, we discuss the second approach,  
referred to here as the UMTS-based integration, where different broadband and 
broadcasting wireless systems may be integrated into the UMTS network. More spe-
cifically, we consider the UMTS-based integration at the radio access level. This 
interworking architecture promises good vertical handover performance and facili-
tates the optimized use of all available radio resources. In addition, most of the UMTS 
functionality related to QoS support and security may be reused in the whole inte-
grated network without additional modifications. 

This paper is organized as follows. In Section 2, we provide an overview of the 
UMTS network architecture and radio interface protocols as well as the UMTS-based 
integration at the radio access level. In Section 3, after briefly presenting candidate 
wireless technologies, we give a comparison and discuss how their integration may be 
beneficial for the mobile operator. Modifications to the UMTS architecture are de-
scribed in Section 4. Finally, some conclusions are drawn in Section 5. 

2   Integration at UMTS Radio Access Level 

2.1   UMTS Network Architecture 

The UMTS network architecture, as shown in Figure 1, consists of the Core Network 
(CN) and the Access Network (AN) [2]. The CN is responsible for higher layer func-
tions, such as mobility management, session management, call control, connectivity 
to other data networks, etc. The UMTS Rel’6 CN includes the Circuit-Switched (CS) 
and Packet-Switched (PS) domains as well as the IP Multimedia System (IMS). We 
consider here only the CN PS domain that consists of the Serving GPRS Supporting 
Nodes (SGSNs) and the Gateway GPRS Support Nodes (GGSNs), interconnected via 
the Gn interface. These network entities are connected to the Home Location Register 
(HLR) over the Gr and Gc interfaces, respectively. For the support of Multimedia 
Broadcast Multicast Services (MBMS), the Broadcast Multicast Service Center (BM-
SC) is attached to the GGSN via the Gmb and Gi interfaces [3]. 

The SGSN is further connected via the Iu interface to the ANs. Here, we present 
the Wideband Code Division Multiple Access (WCDMA)-based UMTS Terrestrial 
Radio Access Network (UTRAN). The UTRAN includes one or more Radio Network 
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Subsystems (RNS), which consist of a Radio Network Controller (RNC) and base 
stations NodeBs. The RNC is connected to NodeBs and neighboring RNCs via the 
Iub and the Iur interfaces respectively, while the Uu radio interface is defined be-
tween the User Equipment (UE) and a NodeB. 
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Fig. 1. UMTS Network Architecture 

2.2   Radio Interface Protocol Architecture  

The protocol architecture at the Uu radio interface consists of three layers. Above the 
physical layer (PHY), there is the link layer that includes the Medium Access Control 
(MAC), the Radio Link Control (RLC), the Packet Data Convergence Protocol 
(PDCP) and the Broadcast/Multicast Control (BMC) protocols. The key UTRAN 
control protocol is the Radio Resource Control (RRC) that belongs to the network 
layer and is responsible for the overall RNS resource management. 

Several types of communication channels are defined: logical, transport and physi-
cal channels. The MAC data transfer service is offered to the RLC by means of logi-
cal channels, which indicate the type of information – signaling or data traffic - that is 
to be transferred. Mapping between the logical channels and transport channels is 
done at the MAC layer, according to the RRC decision. Transport channels denote 
how the transmission is actually performed and may be common for all users or dedi-
cated to a single user. They are further mapped to the physical channels at the physi-
cal layer. The protocol architecture at the radio interface together with transport and 
logical channels specified for the UMTS Frequency Division Duplex (FDD) mode is 
depicted in Figure 2. 

2.3   Radio Access Integration Approach 

As shown in Figure 3, integration at the UMTS radio access level denotes that an 
additional wireless access technology is attached via a new UTRAN network interface 
(Iuw) at the RNC. Since the RNC is the highest common network element for all 
types of base stations, switching between them is expected to be seamless, similarly to 
pure UMTS handovers. In addition, the fact that most of the UTRAN Radio Resource 
Management (RRM) functionality is situated in the RNC and the information on radio 
resource utilization is available locally facilitates common management of all the 
available radio resources without specifying new network entities or considerable 
protocol modifications.  
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additional modifications. This may be important since security mechanisms specified 
for the embedded wireless technologies may considerably differ from UMTS. Fur-
thermore, all UMTS higher layer control procedures, including those for the QoS 
negotiation and authentication may be reused without additional modifications. 

The advantages of this integration approach come at the cost of modifications to 
the involved networks as well as the introduction of an Inter-Working Unit (IWU) for 
adjustment to the UMTS radio protocols. The modifications are discussed more in 
detail in Section 4, while here we only point out that they are technology specific and 
the integration mechanisms applied to one wireless technology cannot be straightfor-
wardly reused for embedding another wireless access system. However, with a careful 
initial design, a set of common control procedures may be specified. The modifica-
tions also depend on the capabilities provided within the embedded wireless technol-
ogy, referred to as architectural options. The first option denotes that only user traffic 
is transferred via the embedded technology, which requires the UMTS air interface to 
be always active for, at least, the provision of signaling. The second option allows 
transfer of both user and control information via any access technology, which makes 
sufficient the use of a single air interface at a time, but requires considerable modifi-
cations to various UMTS control mechanisms. 

We consider here the first architectural option. The user connects to the integrated 
network via the WCDMA radio interface in the usual way, which is followed by the 
exchange of information on the device capability. Having information on the avail-
able UE air interfaces as well as the current heterogeneous environment, the RNC 
makes a decision on the most suitable type of base station for a particular session 
according to the session QoS requirements as well as current network load, cost, user 
preferences, velocity, etc. When needed, an ongoing session may be handed over to a 
base station of another type, which may be initiated and performed independently of 
other user sessions. Depending on the configuration, this interworking architecture 
may allow transfer of different sessions, different flows of the same session or tempo-
rarily a single session over different radio interfaces.  

3   Candidate Wireless Technologies 

In this section, we give a brief overview and a comparison of suitable wireless tech-
nologies for the integration.  

WLAN The IEEE 802.11 standard specifies the PHY and MAC layers in license-
free frequency bands, either 2.4GHz (802.11b and 802.11g) or 5GHz (802.11a). They 
provide up to 54 Mbps data rates, while the emerging 802.11n standard aims at data 
rates over 100 Mbps. The original standard specified best effort WLAN with limited 
mobility and weak security. Enhancements of the MAC layer resulted in the improved 
mobility management (802.11f), security mechanisms (802.11i) and QoS support 
(802.11e), while the work on resource management (802.11WGk), fast handover 
(802.11WGr) and other issues is underway [5]. A fundamental building block of the 
802.11 infrastructure-based architecture is the Basic Service Set (BSS), consisting of 
an Access Point (AP) and mobile stations. 

WMAN The original WiMAX IEEE 802.16 standard specified the physical and 
MAC layers for fixed wireless networks in the licensed 10-66GHz spectrum. The 
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subsequent amendments extended the physical layer specification for non-line-of-
sight communications in the licensed and license-exempt 2-11GHz frequencies. The 
support for mobility at vehicular speeds was specified by IEEE 802.16e [6]. The IEEE 
802.16 MAC layer is connection-oriented and able to support different QoS require-
ments. The MAC layer consists of three sublayers. The service specific convergence 
sublayer maps different types of traffic, while the MAC common part sublayer func-
tionality includes fragmentation and segmentation, scheduling and retransmission, 
QoS control, connection establishment and maintenance. The lowest privacy sublayer 
is responsible for authentication, secure key exchange and encryption. WiMAX may 
provide up to 70Mbps in the 20MHz channel bandwidth. 

DBS As a represent of the emerging broadcasting technologies for fast moving 
mobile devices, we here consider DVB-H, an enhanced version of the Digital Video 
Broadcasting Terrestrial (DVB-T) standard. DVB-H [7] specifies the physical layer 
and the mandatory elements of the link layer. The link layer elements are time slicing 
and multiprotocol encapsulation-forward error correction (MPE-FEC). The time slic-
ing technique transfers data in bursts, which enables significant power reduction. The 
optional MPE-FEC employs advanced channel coding and interleaving. The physical 
layer specifies the following additions: the upgrade of the transmitter parameter sig-
naling (TPS), 4K-transmission mode, a new symbol interleaver and a new 5MHz 
channel bandwidth [8]. 

Characteristics of the presented wireless access technologies are summarized in 
Table 1. The main reason for the integration of different wireless technologies into 
UMTS is its insufficient capacity for the provision of high-bandwidth demanding 
multimedia services. Even with the newest enhancements for High Speed Packet 
Access (HSPA), the UMTS data rates (14.4 Mbps in the downlink and 5.7Mbps in the 
uplink) are still considerably lower than those provided by the existing broadband 
technologies, WLAN IEEE 802.11 (54Mbps) and WiMAX IEEE 802.16e (70Mbps).  

802.11 may provide additional high and cheap bandwidth, but only to slowly mov-
ing users in hotspots. In contrast, WiMAX uses licensed spectrum as UMTS (al-
though likely less expensive) and provides high data rates to fast moving users, which 
makes it an alternative to UMTS for wide area and a direct competitor. Nevertheless, 
the UMTS integration with the WiMAX technology as an overlay network may be 
beneficial to minimize the operator’s investments or fill the capacity gap until the 
UMTS emerging enhancements enable similar data rates in the uplink and downlink. 
Due to fewer sites required, the WiMAX integration may provide less frequent hand-
overs and thus improve system performance. 

The UMTS enhancements for the MBMS services enable cost-efficient provision 
of one-to-many multimedia services over the existing infrastructure. Since DVB-H 
offers the same type of service and covers similar geographical areas, it can be also 
seen as a competitor to UMTS in this regard. According to [9], where the DVB-H 
and MBMS performance are compared, DVB-H is preferable because it can offer 
more simultaneous video channels within one cell with better resolution than UMTS 
MBMS. In addition, the larger DVB-H cell size also means less frequent handovers. 
However, the main problem with the UMTS MBMS service, especially when  
the number of UMTS subscribers increases, could be lack of resources for more 
profitable point-to-point services. The DVB-H integration into the UMTS MBMS  
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architecture may be a solution. As a return channel for DVB-H, different UMTS 
transport channels may be used. 

Different access technologies may be implemented in different environments, de-
pending on the mobile operator’s needs. For example, in rural areas, the selection of 
one wide-area technology that can support all types of services may be sufficient. In 
urban areas, with high demands for capacity, it may be that all the available band-
width is needed. While the embedded wireless technologies bring new capacity for 
fast revenue generating services to mobile operators, the UMTS advantages include 
the reuse of well-defined and proven control mechanisms, such as resource manage-
ment or billing mechanisms, which many of the technologies lack. 

Table 1. Characteristics of wireless access technologies 

 UMTS IEEE 802.11 IEEE 802.16e DVB-H 
Area Wide Local Wide Wide 
Frequency 
spectrum 

Licensed 2GHz License-free 
(2.4 GHz and 
5GHz) 

Licensed below 
3.5GHz 

Licensed  
470-860 MHz 
(UHF) and 1.5GHz 
 (L-band) 

Cell radius 1km 300m 6km 30km 
Velocity High Low  High  High 
Max capacity 
[Mbps] 

2 (rel’99) 
DL: 14.4  UL: 5.7 
(HSPA)  

54  70  5-11  

Channel 
bandwidth 
[MHz] 

5 20 1.25-20 5 (6,7,8) 

Services Voice, data, 
MBMS 

Data Services with 
different QoS 
requirements in 
point-to-multipoint 
and mesh modes 

Broadcast 

Direction bidirectional unidirectional 
Billing 
mechanisms 

yes no 

Resource 
management 

yes under  
specification 
(802.11WGk) 

no 

4   Modifications 

Integration at the UMTS radio access level requires various modifications to the in-
volved networks. We discuss here primarily the UMTS changes, aiming at designing 
them in such a way that every new wireless technology may be embedded with a little 
effort, introducing only unavoidable technology-specific modifications. 

The UMTS modifications are mainly localized in the UTRAN, leaving the UMTS 
PS CN unaffected, except for an upgrade to support the additional traffic. The UT-
RAN modifications include modifications to the MAC and RRC protocols, specifica-
tion of new protocols in the control and user plane at the Iuw interface, introduction 
of an IWU and the upgrade of the resource management algorithms. 
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Regarding the MAC protocol, the integration of the wireless broadband systems in-
troduces modifications to the MAC-d entity, while the integration of a broadcasting 
technology affects the MAC-c/sh/m entity [10]. For each wireless technology, new 
transport channels are specified, which are depicted in Figure 4 together with poten-
tial mapping to the logical channels. For IEEE 802.11, the WLAN Downlink Shared 
Channel (WDSCH) and the WLAN Uplink Shared Channel (WUSCH) are introduced 
in the downlink and uplink. Integration of the WiMAX system adds the WiMAX 
Downlink Channel (MDCH) and the WiMAX Uplink Channel (MUCH), while a new 
DVB-H transport channel is named the DVB-H Downlink Channel (HDCH). The 
permitted mapping possibilities depend on the chosen architectural option. If both 
data and control information are to be transferred over a particular technology, then 
any type of logical channels may be mapped to the new transport channels. Other-
wise, only traffic logical channels are allowed, while the related control logical chan-
nels should be mapped to an original UMTS transport channel. 

DTCH DCCH

WUSCH DCH RACH E-DCH MUCH

DTCH DCCH MTCH MCCH MSCH

WDSCH HSDSCH DCH FACH HDCH MDCH
 

Fig. 4. An example of mapping between logical and transport channels in the downlink (left) 
and in the uplink (right) 

Switching between the transport channels is made according to how the RRC con-
figured the MAC over the related control interface. As an example, for multicast ser-
vices, different transport channels may be used. For a large number of subscribers, 
UMTS Rel’6 standard specifies point-to-multipoint connections, where multicast 
specific logical channels (MTCH, MCCH, MSCH) are mapped to the common FACH 
transport channel. When the number of subscribers gets lower than the predefined 
threshold, the multimedia content may be provided over point-to-point connections 
(DTCH->DCH). The integration of DVB-H adds a new mapping in the downlink 
between the multicast logical channels and the HDCH transport channel. The multi-
cast content can also be provided over other wireless technology with QoS and multi-
cast support (here, also MDCH). The mapping in the uplink shows a diversity of 
transport channels that may be used as a DVB-H return channel. 

In addition to the modifications of the existing MAC entities, a new MAC entity 
has to be added to the IWU. Its functionality depends on the characteristics of a par-
ticular wireless technology. For example, for the best effort 802.11, it may simply 
translate between the data formats and optionally prioritize between sessions and 
users. For 802.16e, it has to map between the frames received from the UTRAN and 
the WiMAX connections with an appropriate QoS translation. For DVB-H, it may 
multiplex streams sent from the RNC with location-specific information. 

Switching among the transmission alternatives cannot be performed without modi-
fications of the RRC protocol [11]. This complex UTRAN control protocol is respon-
sible for setting the transport channel and the transmission parameters according to 
the negotiated QoS level, for handover to another base station, etc.  The modifications 
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are required for different RRC elementary procedures and the RRC state model. An 
example of vertical handover between a WiMAX IEEE 802.16e AP and a WLAN 
IEEE 802.11 AP is shown in Figure 5. After entering the WLAN coverage, the UE 
sends an updated measurement report to the RNC with the information on all types of 
neighboring base stations. If the WLAN interface is more suitable for an ongoing data 
session, the network may decide on vertical handover and send an RRC command for 
the association with a particular AP. The authentication and association requests are 
forwarded via the AP and the IWU to the RNC; first to check if the user is a regis-
tered subscriber, while the second message is sent for location information update. 
After the radio bearer reconfiguration to the WLAN transport channels, the session is 
transferred via WLAN, while the 802.16e resources are released. 

UE 802.11AP 802.16e AP 802.11 IWU 802.16e IWU RNC

Ongoing data session via 802.16e

RRC: measurement report with the information on neighboring WLAN APs

RRC: command to associate with a WLAN AP
Decision on air 

interface

Auth req

Association req

WLAN location update

RRC: radio bearer reconfiguration (from 802.16e to 802.11)

Data session via 802.11

Release of 802.16e resources 

Association request

Association responseAssociation resp

Authentication request Authentication request

Authentication responseAuthentication responseAuth resp

RRC: radio bearer reconfiguration complete

WLAN location update confirm

 

Fig. 5. Vertical handover between an IEEE 802.16e AP and an IEEE 802.11 AP, both inte-
grated into UMTS at the radio access level 

As it can be concluded from the previous example, such tight integration of hetero-
geneous networks introduces inevitable modifications to different resource manage-
ment mechanisms and algorithms. The integration at the RNC level facilitates the 
addition of the Common Radio Resource Management (CRRM) functionality as an 
upgrade to the UTRAN RRM. Different degrees of CRRM-RRM cooperation are 
actually possible [12]. For this architecture, the degree primarily depends on the cho-
sen architectural option in addition to the existence of the technology-specific RRM. 
Most wireless technologies do not specify resource management mechanisms, allow-
ing the mobile device to select a point of attachment, usually according to signal 
strength. In such a case, the RRM of the embedded technology is likely to be added as 
part of the CRRM. Modifications are also needed to the mobile device; for the AP 
selection, the related algorithm has to give priority to the network decisions.  

Finally, new protocols in the control and the user plane at the integration interface 
Iuw have to be specified. The Iuw control protocol has to allow communication be-
tween the IWU and RNC related to the user access via the embedded technology, 
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handover issues and common radio resource management in general. The Iuw frame 
protocol has to support data transfer between the RNC and the IWU. 

5   Conclusions 

In this paper, we have addressed integration of heterogeneous wireless technologies at 
the UMTS radio access level. This integration approach provides flexibility when 
switching between the wireless access systems, promises seamless vertical handovers 
and facilitates common management of the overall radio resources. The advantages 
come at the cost of different modifications that are specific to the embedded tech-
nologies. With carefully designed initial modifications, this interworking architecture 
may enable integration of various wireless technologies in an easy manner, providing 
the users with an optimized heterogeneous environment.  
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Abstract. This paper proposes a mobility-aware resource reservation mecha-
nism to support quality of service in the future generation network environment 
where various wireless/wired access networks are converged to an IP-based 
core network. The proposed mechanism aims to provide real-time application-
driven resource reservation in the mobile environment where mobile nodes 
move frequently between IP-based wireless access networks. The proposed 
mechanism uses localized path management to provide seamless QoS to the 
mobile nodes. We also present simulation and experimental results to show that 
the proposed/implemented mechanism works well. 

1   Introduction 

The Next Generation Network (NGN) is a popular phrase used to describe the future 
network that will replace the current network used to carry voice, fax, data, etc. The 
NGN is a managed packet-based network that enables a wide variety of services in-
cluding VoIP, videoconferencing, instant messaging, e-mail, and other kinds of 
packet-switched communication services. 

More specifically, according to ITU-T Recommendation Y.2001 [11], the NGN is 
defined as a packet-based network which is able to provide telecommunication ser-
vices and to make use of multiple broadband, QoS-enabled transport technologies, 
and in which service-related functions are independent from underlying transport-
related technologies. It also offers unrestricted access by users to different service 
providers and supports generalized mobility which will allow consistent and ubiqui-
tous provision of services to users.  

One of the important aspects of the NGN is to provide the ability for mobile enti-
ties to communicate and access services irrespective of changes of the location or 
technical environment. In particular, latency and data loss incurred during handover 
should be within a range acceptable to users (e.g., below a certain limit) for real-time 
services. To meet this requirement, there should be a way to provide fast resource 
reservation on the new path with mobility awareness. 

RSVP [4] is a well-known resource reservation protocol to setup resources on the 
data path for real-time traffic. However, it is not suitable for resource reservation in 
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mobile networks. For example, a change in the location of a mobile node (MN) may 
make the reserved resources on the old path useless, and resources on the new path 
are reserved while maintaining the old reservation (double reservation problem). This 
results in the waste of network resources. In addition, signaling delay (end-to-end) is 
caused for resource re-reservation after handover, which may have a significant im-
pact on the application. 

To overcome such drawbacks of RSVP, many solutions have been proposed, 
which are mostly based on the modification or extension of RSVP [5, 6, 7]. However, 
most of RSVP-based solutions may not be useful for preventing service disruption 
during handover. 

This paper proposes a mobility-aware resource reservation mechanism to support 
quality of service in the future generation network environment where various wire-
less/wired access networks are converged to an IP-based core network. The proposed 
mechanism aims to provide real-time application-driven resource reservation in mo-
bile environments where mobile nodes move frequently between IP-based wireless 
access networks. The proposed mechanism uses localized path management to pro-
vide seamless QoS to the mobile nodes. The rest of the paper is organized as follows. 
Section 2 describes IP-based QoS signaling requirements for resource reservation, and 
Section 3 describes the proposed mechanism, called Mobility-aware Resource Reser-
vation Mechanism (MRRM). Section 4 presents simulation and experimental results 
to show that the proposed/implemented mechanism works well. Finally Section 5 
provides concluding remarks. 

2   QoS Signaling Requirements 

ITU-T Recommendation E.800 [12] defines QoS as the collective effect of service 
performance which determines the degree of satisfaction of a user of the service.  
Fig. 1 shows the relationship between a customer and a service provider with respect 
to QoS, and the next generation network environment where various wireless/wired 
access networks are converged to an IP-based core network. 

To support QoS requested by a user, a certain amount of resources need to be re-
served using QoS signaling. ITU-T Recommendation Q.Sup51 [13] provides re-
quirements for signaling information on IP-based QoS at the interface between the 
user and the network (UNI), and at the interface between the different types of net-
works (NNI). 

Some of the key requirements for UNI signaling include the derivation of attributes 
of user QoS request, flow control for user QoS requests/re-requests, network response 
to user QoS request, and user reaction to network QoS response. 

Signaling requirements for NNI include the derivation of attributes of network QoS 
request, performance requirements for QoS requests and re-requests, response to 
network QoS request, and accumulating performance for additional request. Others 
include QoS release, performance optimization, support for the symmetry of informa-
tion transfer capability, contention resolution, error reporting, parameters and values 
for transport connections, user-initiated QoS resource modification, support for emer-
gency service, and reliability/priority attributes. 
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Fig. 1. QoS and Next Generation Network Environment 

These signaling requirements can be used as a basis to enable the development of a 
signaling protocol capable of requesting, negotiating, and ultimately delivering IP 
QoS classes/parameters from UNI to UNI, spanning NNIs as required. 
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Fig. 2. Scope of ITU-T QoS Signaling Requirements  

Terminal Equipment (TE) shown in Fig. 2 may be mobile and move frequently be-
tween different IP-based wireless access networks. IP-based mobility causes topo-
logical changes due to the change of network attachment point. Topological changes 
entail the change of routes for IP packets sent to or from an MN and may lead to the 
change of host IP addresses. These changes of route and IP addresses in mobile envi-
ronments are typically much faster and more frequent than generic route changes in 
the wired network and may have some significant impact on resource reservation. 

To develop a resource reservation mechanism which is suitable for mobile net-
works, it is first necessary to analyze the key differences between generic route 
changes and mobility. The generic route changes may occur due to load balancing, 
load sharing, or a link (or node) failure, but the mobility is associated with the change 
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of the network attachment point. These will cause a merging point between the old 
path where resource reservation state has already been installed and the new path 
where data forwarding will actually happen. The flow identifier may not change after 
the route changes while the mobility may cause the change of the flow identifier by 
having a new network attachment point. Since the reservation session should remain 
the same even after a mobility event occurs, the variable flow identifier should not be 
used to identify the reservation session [1].  

In general, a mobility event results in creating an old path, a new path, and a com-
mon/unchanged path. The old and new paths converge or diverge according to the 
direction of each flow. Such topological changes make the reservation on the old path 
useless, and thus it should be removed as quickly as possible. In addition, resources 
on the new path should be reserved in a fast manner, and the reservation state on the 
common path should be updated to reflect the change of the flow identifier. 

3   A Mobility-Aware Resource Reservation Mechanism 

In this section, we propose a fast resource reservation mechanism with mobility 
awareness, called Mobility-aware Resource Reservation Mechanism (MRRM) which 
operates in IP-based wireless access networks. 

3.1   Localized Path Management 

To minimize the impact of mobility, it is important to make the change of reservation 
state occur within the affected (local) path. The major issue in this case is to find a 
node which performs the localized path management in a fast manner. The most ap-
propriate node is the crossover router (CR) because it is the merging point where the 
old and new paths meet. 

In order to discover the CR, the following key fields are used: reservation identifier 
(RID), flow identifier (FID), virtual interface number (VIN), and handover object 
(HOB). 

The RID is contained in the signaling messages for resource reservation and used to 
easily identify the involved reservation session. The RID remains the same while the 
FID may change after handover. Note that the RID is unique and used to solve the 
double reservation problem. On the other hand, the FID is used to specify the relation-
ship between the address information and the reservation state update. In other words, 
the change of FID indicates topological changes, and therefore the reservation state 
along the common path should be updated immediately after the CR is discovered. 

The VIN is a virtual interface number which identifies the logical incom-
ing/outgoing interface and is used to recognize the change of the flow path. The HOB 
is used to inform of the handover event and therefore to initiate the CR discovery. The 
HOB contains two handover-related fields such as handover_sequence_number 
(HSN) and handover_start (HST) fields.  The HSN field is used to detect the latest 
handover event and to handle the ping-pong type of handover. The HST field is used 
to explicitly inform that a handover is now initiated and fast resource reservation on 
the new path is needed. The value of the HST field can be obtained from a layer 2 
trigger/event which indicates a forthcoming handover according to the link status, 
e.g., the signal strength received from neighboring base stations or access points. 
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Fig. 3. Fast CR discovery using key identifiers 

When handover occurs, the CR can be discovered by comparing the existing key 
identifiers (described above) with the identifiers included in the newly incoming sig-
naling message sent by an MN or a correspondent node (CN). When a new signaling 
message arrives at a router, it should determine whether it is a CR or not. To do this, it 
first checks whether the CR has already been discovered. If not, it checks if the same 
RID and FID exist. It also checks whether the VIN of the particular flow has been 
changed. The HOB (in particular, HSN field) in the signaling message is also exam-
ined to find the latest handover event. 

The CR discovery procedures can be divided further according to which node is a 
signaling initiator for reservation as shown in Fig. 4. Fig. 4 (a) shows the CR discov-
ery procedure (when the MN is a sender), and Fig. 4 (b) shows the CR discovery 
procedure (when the MN is a receiver). 

3.2   Fast Reservation and Teardown 

It the CR is discovered, the reservation on the new path and the teardown on the old 
path can be performed in a fast manner. The CR discovery procedures are different 
according to the role of the MN. When the MN is a sender, it initiates resource reser-
vation towards a CN along the new path (see Fig. 4 (a) step 1). The merging point 
where the old and new paths meet is a CR which is recognized using the key identifi-
ers described in the previous section. The MQCR in Fig. 4 is a mobility-aware QoS 
CR which employs the MRRM mechanism. The MQCR sends a notification message 
to the MN to inform that it is the MQCR for the specific reservation session. The 
MQCR then sends a refresh message towards the CN to update the FID along the 
common/unchanged path (Fig. 4 (a) step 2), and it also sends a teardown message  
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Fig. 4. Fast resource reservation/teardown in the mobile access network 

towards the previous access router (PAR) to release the reserved resources on the old 
path quickly (Fig. 4 (a) step 3). 

When the MN is a receiver, the CN sends a refresh message toward the MN to per-
form path management (Fig. 4 (b) step 1) after detecting the update of the binding cache 
in the CN. The binding cache is normally updated after receiving a BU from the MN. In 
this case, the MQCR is discovered by the CN-initiated refresh message along the com-
mon path, and the node from which the common path begins to diverge into the old and 
new logical paths realizes that it is the MQCR for the reservation session. After the 
MQCR is determined, it sends a resource reservation message to the MN along the new 
path (Fig. 4 (b) step 2), and afterward the MQCR sends a teardown message toward the 
PAR to release resources on the old path quickly (Fig. 4 (b) step 3). 

One of the goals of the proposed mechanism is to avoid double reservations. The 
double reservation made along the common path can be torn down by maintaining a 
unique RID for each reservation session and the FID when a mobility event occurs. 
Therefore, the reservation session remains the same even when the MN is moved to a 
new access network. After resource reservation on the new path, the reservation state 
on the old path needs to be quickly removed to prevent the waste of resources. Al-
though the release of the resources on the old path can be accomplished by the timeout 
of soft state (maintained using the refresh message), the refresh timer value may be 
long (e.g., default value of 30s in RSVP [4]). Therefore, the transmission of a teardown 
message along the old path is preferred to the use of a refresh timer. The release of 
resources on the old path is accomplished by comparing the existing and new VINs. 

4   Experimental Results 

In this section, we evaluate the performance of MRRM via simulations. The proposed 
mechanism is compared to RSVP and RSVP-MP [6]. Experimental results are also 
provided to demonstrate that the proposed/implemented MMRM works well in the 
real mobile environment. 



 A Mobility-Aware Resource Reservation Mechanism 281 

We first used simulations to measure the performance of RSVP, RSVP-MP, and 
MRRM in terms of delay for resource reservation after handover. Fig. 5 illustrates a 
simulation topology where there are 8 MNs. The number of hops from the MN and 
the CN is 7, and every MN generates UDP traffic. It is assumed that the refresh period 
of RSVP and RSVP-MP is 30s. Initially, only one MN (e.g., MN1) which communi-
cates with the CN generates UDP traffic. The traffic load increases when MNs other 
than the MN1 begin to generate UDP traffic. The amount of added traffic load is 0.1 
when another MN starts to generate UDP traffic. Our simulation model is based on 
Marc Greis’ RSVP model implemented in ns-2.1b3 and Rui Prior’s RSVP model 
implemented in ns-2.26 which is an updated version of Marc Greis’ model. 

1RANRAP

MQCR

Access Domain Gateway

PAR: Previous Access Router
NAR: Access Router
AP: Access Point
NAP: New Access Point
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Level 1

Level 0

Level N

1PANPAP
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�

Fig. 5. A target network for simulation 

With MRRM, the localized path management is performed after handover, and the 
existing reservation session on the common path is only updated without double res-
ervation, which results in minimizing the resource reservation delay and avoiding the 
waste of resources. Therefore, MRRM shows better performance in terms of delay for 
resource reservation after handover, compared to RSVP and RSVP-MP (see Fig. 6). 

To show that the proposed MRRM works well in the real mobile network envi-
ronment, we configured a physical testbed which consists of four routers, a mobile 
node (MN), and a fixed node (CN) as shown in Fig. 7. The proposed MRRM is in-
stalled at each router and mobile/fixed node. All devices in Fig. 7 are based on Linux 
OS (Kernel version 2.4.26). Video LAN Client and MGEN6 were used to generate 
video traffic (which needs resource reservation) and best effort (BE) traffic, respec-
tively. For traffic monitoring and measurement, we used Tele Traffic Tapper (TTT) 
software. We assume that the MN is a data sender, and the CN is not mobile. 

In our experiment, the MN is initially attached to AR1 and moves to the new AR, 
AR2, at a certain time as depicted in Fig. 7. Before the MN moves to AR2, a certain 
amount of bandwidth is reserved on the current path for the video flows generated by 
the MN. The total amount of bandwidth available to video and BE traffic is 4.5 Mbps. 
As shown in Fig. 8, the video flow is using the reserved bandwidth (1.5 Mbps) before 
handover, while the BE traffic is allowed to use up to 3 Mbps (although MGEN6  
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Fig. 8. Traffic rates for video and best-effort traffic before handover 

generates BE traffic at the rate of more than 3 Mbps). At 61.309s, the MN moves to 
AR2, MIPv6 sends the BU message, and the MQCR initiates signaling messages to 
setup resource reservation on the new path. Fig. 9 shows that the video traffic uses the 
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reserved bandwidth quickly after handover while the bandwidth consumption of BE 
traffic is limited. The low signaling delay was obtained using localized path manage-
ment by the MQCR within the area affected by handover (end-to-end signaling for 
reservation is not performed), and the close coupling between MIPv6 BU and 
MRRM. In this experiment, the measured handover delay is approximately 500ms, 
and the measured signaling delay for re-reservation is about 100ms. 
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Fig. 9. Traffic rates for video and best-effort traffic after handover 

5   Concluding Remarks 

An important aspect of the future generation network is to provide the ability for other 
mobile entities to communicate and access services irrespective of changes of the loca-
tion. In particular, latency and data loss incurred during handover should be within a 
range acceptable to users (e.g., below a certain limit) for real-time services. One of the 
key elements to meet this requirement is a fast resource reservation mechanism with 
mobility awareness. In this paper, we first presented IP QoS signaling requirements, 
and identified double reservation and end-to-end resource reservation problems in 
mobile environments. We then proposed a mobility-aware resource reservation mecha-
nism for resolving the problems. We also demonstrated that the proposed mechanism 
works well by using localized path management and fast reservation/teardown. 
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Abstract. The mobile ad hoc network (MANET) is a rapidly config-
urable multi-hop wireless network without an infrastructure and origi-
nally proposed for the military use. In order to make the MANET a more
commonly used network in our daily lives, it may be necessary to connect
the MANET to the global Internet. A MANET node can communicate
with an Internet node via the Internet gateway. To support fault toler-
ance and increase the bandwidth, multiple Internet gateways can be de-
ployed within a MANET and, in this case, the network performance can
be improved by balancing the load among Internet gateways. In this pa-
per, we propose load-balancing Internet gateway discovery mechanisms
for the MANET with highly mobile nodes and multiple stationary In-
ternet gateways. Existing mechanisms are analyzed through simulations
and, from the simulation results, problems of the existing mechanisms
are figured out. Based on the analysis, several enhanced mechanisms are
proposed and compared with the existing mechanisms by using the NS-2
simulator.

Keywords: Load-Balancing, Internet Gateway Discovery, Multiple In-
ternet Gateways.

1 Introduction

The MANET is a multi-hop wireless network without any network infrastruc-
ture and, to increase the communication range and enhance the usability of the
MANET, the Internet Gateway (IGW) is used for the connection of a MANET
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to the global Internet. We assume that stationary multiple IGWs connect the
MANET to the Internet and broadcast their own prefix information to the
MANET, and MANET nodes move freely within the communication range.

In order to connect a MANET to the Internet, mechanisms for default IGW
(DIGW) discovery, path setup from a DIGW to a MANET node, address auto-
configuration, duplicate address detection and session management after chang-
ing the DIGW are needed. In this paper, we focus only on the DIGW discovery
mechanism and the path setup mechanism from a DIGW to a MANET node,
and assume that address conflicts do not occur and a node establishes a new
session with its correspondent node after changing its DIGW.

With multiple IGWs, if any one of the IGWs fails, another IGW can take over
the failed one. To increase the overall throughput of the MANET to the global
Internet, balancing the load on IGWs is required. The existing load-balancing
IGW discovery mechanisms for the MANET with multiple IGWs use the hop
count between a MANET node and an IGW, the load of an IGW or the receiv-
ing interval of IGW advertisement (IGWADV) messages as the metric. From
the performance analysis of the existing mechanisms, we figure out those factors
which can affect the performance and propose enhanced mechanisms using the
above-mentioned metrics complementary and verify the performance of our en-
hanced mechanisms by using the NS-2 simulator. In addition to this, we propose
a scheme that reduces the routing control message overhead in the MANET.
In this paper, we set the objective of the load-balancing to maximize the total
throughput of MANET nodes communicating with Internet nodes.

The paper is organized as follows. Section 2 describes our simulation model
used in evaluating the performance. The existing mechanisms providing load-
balancing among IGWs and the performance evaluation of those mechanisms
are given in section 3. In section 4, we figure out the problems of the exist-
ing mechanisms and propose enhanced mechanisms and carry out performance
evaluation through simulations. Section 5 concludes this paper.

2 Simulation Model

For the simulation, we have used the NS-2.28 simulator [1] and AODV [2] as
the MANET routing protocol. In the case when traffic generating nodes are
deployed in a MANET uniformly, the possibility that the traffic is concentrated
on an IGW becomes very low and, as a result, the load-balancing may not
be required. Therefore, to get a benefit from the load-balancing, more traffic
generating nodes are placed near an IGW and less near the other IGW (with
assuming two IGWs in a MANET).

A wireless interface used in our simulation is IEEE 802.11, the transmission
range of the interface is 150m and the bandwidth of the interface is 2 Mbps. 96
MANET nodes are deployed randomly in a rectangle, 1300m x 700m, and two
IGWs are located at the center of the area A and the area B in Fig. 1. Each IGW
broadcasts an IGWADV per second. The number of traffic generating nodes is
15 or 21. To see the effect of the load-balancing, in the network with 15 traffic
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Fig. 1. Network for simulation

generating nodes, 10 nodes are deployed in the area A and 5 nodes in the area
B and, in the network with 21 traffic generating nodes, 14 nodes in the area A
and 7 nodes in the area B. The traffic generating rate of a node is 15 kbps in
the constant bit rate (CBR) and the data packet size is 210 bytes. All traffic
generating nodes communicate with Internet nodes through IGWs (i.e., no traffic
between MANET nodes).

The random waypoint model is used as the mobility model and the node
speed is chosen randomly from 20 m/s to 40 m/s. To see how the performance
varies with the node mobility, various pause times (0, 20, 60, 120, 200, 300 and
500s) are used. The total time for each simulation is 500s and the number of
simulation runs from which the average value is taken is 5. The performance
comparison factors chosen for measuring the degree of the load-balancing are
the packet delivery ratio and the throughput of IGWs:

– Packet delivery ratio (PDR): the ratio of the number of data packets received
by Internet nodes from MANET nodes to the number of data packets sent
by MANET nodes to Internet nodes.

– Throughput per IGW: the number of data bits successfully delivered through
IGWs from MANET nodes to Internet nodes per second.

3 Performance Analysis of Existing Load-Balancing IGW
Discovery Mechanisms

3.1 Existing Load-Balancing IGW Discovery Mechanisms

IGW discovery mechanisms can be categorized into proactive, reactive and hy-
brid approaches. In the proactive IGW discovery approach [3,4], each IGW
broadcasts an IGWADV message containing the IGW information periodically.
Each MANET node selects its DIGW based on the information in an IGWADV.
In the reactive IGW discovery approach [3], a MANET node gets the IGW infor-
mation after it broadcasts an IGW solicitation message. When an IGW receives
a solicitation message from a MANET node, the IGW unicasts its IGW informa-
tion to the MANET node. In the hybrid IGW discovery approach [5,6,7], each
IGW broadcasts an IGWADV message periodically within a limited area and a
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MANET node which has not received any IGWADV determines its DIGW using
a reactive IGW discovery mechanism.

According to the performance evaluation of these three IGW discovery ap-
proaches in [6,7], the proactive IGW discovery approach produces the largest
amount of control traffic due to periodic IGWADVs. However, the proactive
approach shows the highest performance in terms of data throughput because
MANET nodes always have the IGW information of all IGWs. On the other
hand, the reactive IGW discovery approach produces the least amount of con-
trol traffic since a MANET node configures its DIGW only when it has data
to send to a global Internet node. However, it gives the lowest data throughput
due to the on-demand IGW discovery. The amount of control traffic and the
data throughput of the hybrid IGW discovery approach are located in between
the proactive approach and the reactive approach. Because the objective of this
paper is to achieve higher throughput by performing the load-balancing, the
proactive approach is used as the IGW discovery mechanism. In the case when
MANET nodes move frequently, the reactive IGW discovery approach may cause
the IGW solicitation message storm, so the proactive IGW discovery approach
may suit well to this situation since it allows only IGWs to broadcast IGWADVs.

When all IGWs broadcast IGWADVs in a MANET with multiple IGWs, the
number of IGWADVs increases as the number of IGWs increases. [8] proposes
a scheme that limits the sending area of IGWADVs to fix the total number of
IGWADVs even when the number of IGWs increases. When a MANET node
having already configured its DIGW receives an IGWADV from another IGW,
it does not forward the IGWADV any further. A MANET node receiving IG-
WADVs from only one IGW chooses the IGW as its DIGW. A MANET node
receiving IGWADVs from two or more IGWs chooses the best IGW as its DIGW.
An IGW and MANET nodes selecting the IGW as their DIGW form an area
and, between two areas, a boundary is implicitly formed.

[8] proposes the shortest path (SP) scheme and the minimum load index
(MLI) scheme as the DIGW discovery mechanism with the boundary concept.
These schemes assume that IGWs broadcast IGWADVs periodically. In the SP
scheme, a MANET node chooses as its DIGW an IGW with the minimum hop
count from the node. The IGWADV message has a field having the hop count
from a MANET node to an IGW. In the MLI scheme, the IGWADV includes
the load of an IGW and a MANET node chooses the IGW with the minimum
load as its DIGW. The operation of the MLI scheme is as follows:

– i) When a MANET node having not decided its DIGW yet receives an IG-
WADV from an IGW, it configures the IGW as its DIGW and forwards the
IGWADV to its neighbors.

– ii) When a MANET node having already configured its DIGW receives an
IGWADV from its DIGW, it updates the load metric of the IGWADV and
forwards the IGWADV to its neighbors.

– iii) When a MANET node having already configured its DIGW (g) receives
an IGWADV from an IGW (g′) which is not the DIGW, if the following two
conditions C1 and C2 are met, the DIGW of the MANET node is changed
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to g′. In this case, regardless of the change of the DIGW, the MANET node
does not forward the IGWADV to its neighbors.
• C1. The time using g as the DIGW is longer than the predetermined

time t.
• C2. Lg′ + Tn

Cg′ + ∆ ≤ Lg − Tn

Cg

where Lg is the load of g, Cg the capacity of g and Tn the amount of
traffic between a MANET node n and Internet nodes communicating
with n.

By C1 and ∆ in C2, we can prevent a MANET node from changing its DIGW
frequently. Moreover, by not allowing the MANET node to forward the IGWADV
to its neighbors, changing the DIGWs of MANET nodes at the same time is
prevented.

Fig. 2 is an example showing MANET nodes deciding their DIGWs using the
SP scheme and the MLI scheme. In the SP scheme, the boundary is decided by
the hop distance from each IGW. On the other hand, in the MLI scheme, if we
assume that all MANET nodes transmit the same amount of traffic, the number
of MANET nodes selecting each IGW as their DIGWs becomes almost the same.

[9] proposes a proactive DIGW discovery mechanism using the running vari-
ance metric (RVM) as the metric for selecting the DIGW. RVM is the variance
of the interval of IGWADVs. In the RVM scheme, IGWs broadcast IGWADVs
periodically, but, since RVM scheme does not limit the forwarding range of the
IGWADV, IGWADVs are forwarded to the entire MANET. A MANET node
chooses the IGW with the minimum RVM (Vn) as its DIGW. The metric (Vn)
of the RVM scheme is defined as follows:

tn = α · tn + (1 − α) · tn−1, where 0 < α ≤ 1 (1)

Vn = α · (tn − tn)2 + (1 − α) · Vn−1, where 0 < α ≤ 1 (2)

Here, tn is the difference between the time when the n− th IGWADV arrives at
the MANET node and the time when the (n− 1)− th IGWADV arrives at that

GW2

GW1

GW3

Virtual wireless link

Boundary by shortest-path routing

Boundary by minimum load-index routing

Fig. 2. Example of using the SP and the MLI schemes
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Fig. 3. Comparison of the existing load-balancing IGW discovery mechanisms in terms
of the packet delivery ratio with varying the node mobility

node. tn is the estimated average time of the interval of IGWADVs when the
MANET node receives the n− th IGWADV. Whenever it receives an IGWADV,
each MANET node stores (IGW, upstream neighbor, RVM) or updates the RVM
metric of (IGW, upstream neighbor) if it already has the entry. When a MANET
node receives the same IGWADV from a different upstream neighbor, it forwards
only the IGWADV from its upstream neighbor whose RVM is smaller.

3.2 Performance Evaluation of Existing IGW Discovery
Mechanisms

The SP, the MLI and the RVM schemes are compared based on the simulation
environment described in section 2. Fig. 3 shows that the PDR of the SP scheme
outperforms that of the MLI and the RVM schemes for various pause times (∆
of the MLI scheme is set to 1

30 , an approximate value of the load generated by
a sending node and α for the RVM scheme to 0.3).

In Fig. 3 (a), 15 sources communicate with Internet nodes and the fact that
the PDR at pause time of 500s is almost 100% implies that the network is
not saturated when nodes are static. Fig. 3 (b) shows the case when 21 sources
communicate with Internet nodes. In this case, the PDR is about 80% even when
all MANET nodes are static and this implies that the network is congested. In
the case of using the MLI scheme which has a higher possibility of selecting an
IGW located at a distance as a DIGW, if the amount of traffic from MANET
nodes to Internet nodes is low, the MLI scheme performs pretty similar to the
SP scheme (Fig. 3 (a)). In the congested situation such as Fig. 3 (b), however,
the PDR of the MLI scheme is much lower than that of the SP scheme compared
to the case of Fig. 3 (a) since the MLI scheme takes longer routes to IGWs than
the SP scheme.

The RVM scheme shows the lowest PDR because IGWs broadcast IGWADVs
to the entire MANET and, when MANET nodes change routes frequently, the
RVM scheme may not get correct RVM values. On the other hand, the SP and the
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MLI schemes may choose the best IGW quickly enough because these schemes
can get correct metric values even when MANET nodes change routes frequently
due to high mobility and high traffic load.

4 Enhancement of Existing IGW Discovery Mechanisms

4.1 Enhanced IGW Discovery Mechanisms

In this section, we enhance the existing schemes presented in section 3 and
compare our enhanced schemes with the existing ones. The objective of the load-
balancing in this paper is to maximize the total throughput of MANET nodes
communicating with Internet nodes. The throughput of the MANET becomes
low as the hop count between two nodes increases. Therefore, it may be good
for MANET nodes to choose an IGW located as near as possible to the IGW to
increase the throughput of the MANET. However, if traffic is concentrated on
one IGW, it lowers the throughput due to interference. Consequently, we need a
scheme considering both the hop count and the load of IGWs as the metric. Thus,
we propose the SMN-HL (Selection of DIGW by a MANET node considering
both the Hop count and the IGW’s traffic Load) scheme. In addition to that, we
propose the HRVM (considering both the Hop count and the Running Variance
Metric) scheme.

In the SMN-HL scheme, a MANET node uses the following metric, Mg, to
choose an IGW g with the minimum metric value as the DIGW:

Mg = W · Hg + Lg (3)

where W is the weight of Hg, Hg is the hop count from the IGW g to the
MANET node and Lg is the traffic load of the IGW g. Each IGW measures the
total amount of transmitting and receiving traffic for a predetermined period.
And each IGW calculates a new Lg as follows:

Lg = α · Tnew

λ · Cg
+ (1 − α) · L′

g, where 0 < α ≤ 1 (4)

where Cg is the capacity of the IGW g, Tnew is the total amount of transmitting
and receiving traffic for recent λ time and L′

g is the old load of the IGW g. An
IGWADV having Cg and the measured Lg is broadcast to MANET nodes and
each MANET node uses the information to choose its DIGW.

The SMN-HL scheme is similar to the MLI scheme in the forwarding of IG-
WADVs and the selection of the DIGW. The SMN-HL scheme shares i) and ii)
of the MLI scheme mentioned in section 3.1. However, the second condition (C2)
of iii) of the MLI scheme is changed as follows:

– Mg′ + Tn

Cg′ + ∆ ≤ Mg − Tn

Cg

where Mg is the metric value of the IGW g, Cg is the capacity of the IGW g
and Tn is the total amount of traffic of all sessions between the MANET node
n and Internet nodes.
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Since the RVM scheme broadcasts IGWADVs to the entire MANET, it gen-
erates more IGWADVs than the schemes with the boundary concept which
restricts the forwarding area of IGWADVs. Besides, the RVM scheme can ob-
tain correct RVM values only when MANET nodes receive IGWADVs properly,
i.e., in a stable network, which implies that the RVM scheme is not appropri-
ate for a highly mobile network. Therefore, to improve the performance of the
RVM scheme, in our scheme, a MANET node having already configured with
its DIGW is not allowed to forward IGWADVs with the information on IGWs
different from its current DIGW. Moreover, our scheme uses the multiplication
of the hop count from an IGW to a MANET node and the variance (Vn) of the
intervals of IGWADVs as the metric so that more correct metric values can be
obtained in a highly mobile network, and we call this the HRVM scheme:

Mg = H · Vn (5)

The metric for the HRVM scheme considers both the RVM which may fluctu-
ate severely under highly mobile condition and the hop count H which may
change slightly under highly mobile condition. This can prevent a highly mobile
MANET node from changing its DIGW frequently and increase the probability
of a MANET node selecting a closer IGW as its DIGW.

A route setup between a MANET node and its DIGW is necessary for the com-
munication between the node and an Internet node. Current Internet connectivity
mechanisms configure routes by broadcasting routing control messages to the en-
tire MANET. However, if a network can be divided into areas like Fig. 2, we can
limit the forwarding area of routing control messages to the area with the same
prefix. Therefore, for the establishment of routes for the Internet connectivity, we
propose the limited forwarding (LF) scheme in which only MANET nodes with
the same prefix as that of the originator of a routing control message are allowed to
forward the message. This scheme can be used in all IGW discovery mechanisms
limiting the forwarding area of IGWADVs. We show that the LF scheme improves
the performance of the load-balancing IGW discovery mechanism in section 4.2.

4.2 Performance Evaluation of Enhanced IGW Discovery
Mechanisms

We use 0.8 as α and 1 second as λ for the load measurement of IGWs in the
SMN-HL scheme. And the weight (W ) for Hg is set to 1

10 which gives relatively
good results in terms of throughput for various simulation environment.

Fig. 4 (a) shows that all schemes give almost the same PDR because the traffic
load is not saturated. As shown in Fig. 4 (b), the PDR of the SMN-HL scheme
and that of the SP scheme are almost the same under highly mobile condition,
but as the node mobility decreases the SMN-HL outperforms the SP scheme. If
we compare the SMN-HL scheme and the SMN-HL with the LF (SMN-HL+LF)
scheme, when the traffic load is low (Fig. 4 (a)), where path rerouting does
not occur frequently, the effect of limiting the forwarding of routing control
messages (i.e., the LF scheme) is so negligible that the performance of both
schemes becomes almost the same. But, for the case when the traffic load is high
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Fig. 4. Comparison of the load-balancing IGW discovery mechanisms in terms of the
packet delivery ratio with varying the node mobility

99.4
81.7

62.9
92.3 94.9 103.8

63.0

65.5

41.2

63.1 64.8
76.1

0

50

100

150

200

250

300

SP  MLI  RVM  RHVM  SMN-HL  SMN-

HL+LF

Mechanism

T

h

r
o

u

g
h

p

u
t

(
k

b

p
s

)

IGW2

IGW1

139.8
112.6

136.1 134.1 128.1
145.6

108.2

126.8
93.2 110.0 128.8

138.3

0

50

100

150

200

250

300

SP  MLI  RVM  RHVM  SMN-HL  SMN-

HL+LF

Mechanism

T

h

r
o

u

g
h

p

u
t

(

k
b

p
s

)

IGW2

IGW1

(a) 21 sources, pause time=0 (b) 21 sources, pause time=500

Fig. 5. Throughput of data successfully delivered by IGW1 and IGW2

(Fig. 4 (b)), the SMN-HL+LF scheme outperforms the SMN-HL by limiting
the forwarding of routing control messages. From Fig. 3 (b) and 4 (b), we can
observe that the HRVM scheme gives much better PDR than the RVM scheme.
However, compared to the SP scheme, the HRVM scheme outperforms only when
the node mobility is low. So using the RVM as a metric may not be good for
balancing the traffic load among IGWs.

Fig. 5 shows the throughput of data successfully delivered by IGW1 and
IGW2 when 21 sources transmit the CBR traffic. The MLI scheme balances the
load well but the overall throughput is not high. The SMN-HL schemes with
or without the LF scheme show good performance in terms of both the load-
balancing and the throughput.

5 Conclusions

MANET nodes may communicate with Internet nodes through multiple IGWs.
In this case, it is required for a MANET node to be able to control the selection
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of its default IGW so that the load on IGWs can be well balanced. According
to our performance analysis among the existing load-balancing IGW discovery
mechanisms, the SP scheme which considers only the hop count outperforms the
MLI and the RVM schemes considering the load on an IGW and the variance of
IGWADV intervals, respectively.

In this paper, we have proposed the SMN-HL and the HRVM schemes which
overcome the problems of the MLI and the RVM schemes. The SMN-HL scheme
uses both the load of an IGW and the hop count from an IGW to a MANET
node as the metric for the DIGW selection, and the HRVM scheme uses the
multiplication of the hop count from an IGW to a MANET node and the variance
of IGWADV intervals. According to our simulation results, the SMN-HL scheme
outperforms the SP and the MLI schemes. In addition to that, we have proposed
the LF scheme which limits the forwarding area of routing control messages to
improve the performance of the SMN-HL and the HRVM scheme.
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Abstract. Vehicular ad-hoc network (VANET) has several character-
istics that are different from mobile ad-hoc network (MANET). Due to
these characteristics, the network topology based protocol, often used
in MANET, can not be applied to VANET. In this paper, we propose
an emergency warning message (EWM) broadcast protocol using range-
based relay node selecting algorithm, which determines the minimal
waiting time spent by a given node before re-broadcasting the received
warning message. Because the waiting time for a message transmission
is randomly calculated based on the distance between the sender node
and the receiver node, the chosen node as the relay node will have have
a minimal waiting time. The results of experiment show the proposed al-
gorithm performed better than the flooding and the distance-based relay
nodes selecting algorithm in terms of the network load and the end-to-
end delay time. Furthermore, the proposed algorithm can reduce message
transmission latency under the circumstances of low node density and
short transmission range in VANET.

1 Introduction

VANET (Vehicular Ad-hoc Network) is a temporarily established network
through wireless connection between moving vehicles without infrastructure aid
such as base stations or access points on the road[1]. The self-established ad-hoc
network can facilitate smooth traffic flow as well as increase safety for drivers
and pedestrians. Unlike MANET, however, the network topology is frequently
changed in VANET because vehicles move faster that 100 kilometers per hour.
Individual vehicle speed also differs, which changes topology. In addition, the
vehicle density in a platoon within a given area is variable and irregular.

To prevent vehicle accidents, vehicles driving behind should be informed im-
mediately to prepare for any emergencies. In general, the broadcast scheme is
widely used for an emergency warning message (EWM) delivery to vehicles in
the vicinity of accidents at the same time. Flooding is a representative type of
broadcast schemes where data appear to flow into the network of nodes1 like

� Corresponding author.
1 Node stands for vehicles in this paper.
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water[2]. Lots of nodes except for root node and leaf nodes in the network play
the role of sender as well as receiver. This occurs because they are not assured
to be within a single hop distance of a root node. If all nodes can be reached
within a single hop, the flooding can be seen as a very efficient broadcast scheme.
However, in case of multi-hop communication, the network traffic increases dra-
matically because all the intermediate nodes are involved in delivering EWMs.

In order to resolve this problem, the distance-based broadcast schemes are
proposed in the literature [5][6][7][8]. Unlike flooding, it minimizes the number
of relay nodes. The relay node performs tasks to both receive and send EWMs
to other nodes in the VANET. All nodes within transmission range of a relay
node can be candidates for a next relay node. The Distance-Based Relay node
Selecting (DBRS) algorithm is generally used to select relay nodes among in-
termediate nodes. All the intermediate nodes have their waiting time that they
have to spend before re-broadcasting. The waiting time varies according to the
node’s position. That is, a node that is close to a relay node has a long waiting
time while one that is far to the broadcasting node has a short waiting time. The
waiting time is fixed depending on a node’s position so that the chosen node as
a relay node should be a border node. A border node is one that is the farthest
from the broadcasting node. If not in the border of the communication range
of the broadcasting node, it has to spend a given waiting time wastefully. Con-
sequently, the overall EWM delivery time is increased due to the fixed waiting
time.

In this paper, we propose a new relay node selecting algorithm, called a Range-
Based Relay node Selecting (RBBS) algorithm to deliver EWMs to post-vehicles
immediately. It allows an intermediate node to select its waiting time within a
given time range so that a relay node has a minimal waiting time, although it
is not a border node. The shortest waiting time in the range is equal to the
waiting time of the border node. However, the longest waiting time in the range
is determined by a node’s position like DBRS. Therefore, the waiting time of an
intermediate node in RBRS is always lower than or equal to the one in DBRS.
This means that the RBRS can reduce unnecessary time spent by a relay node. It
may happen that a node close to the previous broadcasting node has a shorter
waiting time than the remote one. However, This is very low because nodes
nearby have wider range of waiting time than remote ones. The near node’s
possibility of selecting shorter waiting time is relatively low compare to the
remote one. The experimental results show that the RBRS has on average 18.5%
higher network traffic than the DBRS due to a slight increase in the number of
relay nodes. The end-to-end delay time of RBRS is 28% lower than that of DBRS.
Especially, in the low node density and the short transmission range, RBRS has
39% lower end-to-end delay time than the DBRS. Consequently, the RBRS can
improve overall performance from 19.5∼40%, compared to the DBRS.

This paper is organized as follows. Section 2 introduces the related work.
The RBRS algorithm is explained in section 3. The result of the experiments
and performance evaluation is described in section 4. Finally, section 5 contains
concluding remarks.
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2 Related Work

Lots of EWM broadcast protocols for VANET are found in the literature as shown
in Figure 1. They can be classified into four categories depending on the roles
of nodes and the relay node selection methods such as flooding, distance-based,
table-based and cluster-based broadcast scheme. Most of these protocols assume
that vehicles can obtain their positions from the global positioning system (GPS).

The flooding scheme is quite simple and provides a high message reachability
even in the mobile environment. It, however, suffers from contention and collision
of the redundant packets because all the nodes in the network participate in
broadcasting packets. Specially, as node density grows, network traffic and end-
to-end delay time increase dramatically. The flooding scheme tries to suppress
the number of re-broadcasting nodes but still has heavy network traffic and long
delivery latency because of the broadcast storm problem[3]. The representative
flooding schemes are I-IBA[2] and DOLPHIN[4].

The distance-based broadcast scheme allows only one node to be involved in
relaying EWM at a time to decrease network traffic and delivery latency. The
DBRS is a representative relay node selecting algorithm in the distance-based
broadcast scheme. The relay node is determined by the distance from the prior
node that broadcasts EWM. In other words, every intermediate node that is
eligible to re-broadcast EWM has to hold the message for a given waiting time,
which is computed based on the distance from the prior broadcasting node,
before re-broadcasting it. Because the waiting time of a node is different from
one another, only one node with the shortest waiting time is assured to re-
broadcast the EWM. The farther the node from the prior broadcasting node
is, the shorter the waiting time is. Therefore, the closest node to the border of
communication range of the prior broadcasting node is selected as a next relay
node. If a relay node is a border node, the shortest waiting time will be spent
so that the lowest network traffic and the shortest end-to-end delay time can be
guaranteed in the distance-based broadcast protocol. However, this is not always
the case. If the relay node is not at the border of communication range of the
previous relay node, it will hold back the message unnecessarily for a longer time
because the waiting time is determined only by the distance. This case happens
often in low node density. There are DDT[5], RBM[6], ODAM[7] and VCWC [8]
in the distance-based broadcast protocol.

Fig. 1. Broadcasting protocols for VANET
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In the table-based broadcast scheme, every node in the network maintains
the list of neighbor nodes that is periodically updated through the query-reply
mechanism. The relay node is determined by the prior relay node. This scheme
provides better performance in terms of network traffic and delivery latency
time than the flooding scheme. However. if the network topology is frequently
changed, the performance sharply declines and thus, is not efficient for a network
that shows high node mobility. Because as the node mobility increase, the period
of control message exchange between nodes decrease and therefor the waste of
network bandwidth increases. The table-based broadcast schemes are TRADE
[9], SDRP [10], OAPB[11], and UMB [12].

The cluster-based broadcast scheme divides the road into several clusters and
selects a cluster head among nodes within a cluster. Only the cluster head is eli-
gible to broadcast EWM. This scheme shows good performance when the change
of network topology is very low. However, it suffers from heavy network traffic
and long latency time in high node mobility since it is required to reorganize
the cluster members and reelect a cluster head more frequently. SIMCOMM[13]
and CBLR[14] are the cluster-based broadcast schemes.

3 Range-Based Relay Node Selecting Algorithm

As mentioned in earlier section, the frequent change of network topology and
node density, which is inherent in VANET, can adversely affect the EWM deliv-
ery in the flooding, the table-based broadcasting and the cluster-based broad-
casting schemes. The distance-based broadcast scheme is an efficient broadcast
scheme because it allows for changes in network topology and node density. How-
ever, it requires an efficient relay node selecting algorithm. The DBRS can offer
an in-time EWM delivery only in a very high node density where most of relay
nodes are located at the border of transmission range. Figure 2 illustrates the
DBRS, where ni stands for an intermediate node. If n1, n2 and n3 are located at
distance d1, d2 and d3 from the previous broadcasting node (the EWM sender),
each of them has to spend its waiting time proportional to the distance before
re-broadcasting the EWM. The waiting time of an intermediate node, denoted
by RWTi, is represented by the following equation:

RWTi = RWTmax × (1 − di/R) (1)

Where, di is the distance of ni from EWM sender, RWTmax is the maximum
waiting time and R is the range of the radio covered by the EWM sender. Thus,
the n3 that is the farthest from the broadcasting node has the shortest waiting
time and is selected as the next relay node. According to the equation (1), the
best performance is given only when all relay nodes are located at the border
of transmission range. Every relay nodes, however, can not be guaranteed to be
at the border in the VANET, if not in very high node density. If it is not at
the border, a relay node has to consume the waiting for a given time wastefully.
Consequently, the overall EWM delivery time is increased by the fixed waiting
time.
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Fig. 2. Distance-based relay node selection Fig. 3. Range-based relay node selection

We propose a new relay node selecting algorithm, called RBRS, to decrease
the waiting time of relay nodes, obtain low end-to-end delay time and obtain
low network traffic during frequent change of network topology and node den-
sity. Our approach is similar to the DBRS in that the EWM re-broadcasting
waiting time is based on the distance from the previous broadcasting node. In
the RBRS, however, a relay node can choose its waiting time in a given time
window. Furthermore, a relay node which is not at the border is allowed to have
the waiting time of the border node. As shown in Figure 3, the intermediate
nodes, n1, n2, and n3 have their waiting time windows denoted by τ1, τ2, and
τ3, respectively. A lower bound of τi is equal to the waiting time of a border
node, while an upper bound of τi is determined by ni’s position like DBRS. The
intermediate node ni takes its waiting time from the time window τi. Thus, the
waiting time of an intermediate node in RBRS is always lower than or equal
to the one in DBRS. This means that the RBRS can reduce the unnecessary
time spent by a relay node. It may happen that a node close to the broadcasting
node has a shorter waiting time than the remote node. However, it is very low
because near nodes have a wider range of waiting time than remote ones. The
near node’s possibility of selecting shorter waiting time is relatively low compare
to the remote one. In RBRS, the waiting time, RWTi of a relay node ni can be
defined as follows:

RWTi = {τ : τmin ≤ τ ≤ τmax} (2)

τmin = RWTmax × (1 − db/R) , τmax = RWTmax × (1 − di/R)

Where, db is the distance of a border node from the previous relay node. The
RBRS requires every node to know the position of the original broadcasting node
as well as the previous relay node in order to compute its waiting time.

The information is contained in the EWM message. The position of the orig-
inal broadcasting node is used to determine when the EWM relay should be
finished. The EWM message format is presented in Figure 4. The length of
EWM is 250 bytes and it consists of four fields such as original broadcast node
position, relay node position, delivery range and emergency contents. As soon as
it receives an EWM from the previous relay node, an intermediate node checks
up if the message is new. If not, the message will be discarded. Otherwise, in-
termediate nodes pull positions information out of a new EWM message and
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Fig. 4. EWM packet format Fig. 5. Distance between nodes

obtain their positions from the GPS receiver. Then, an intermediate node cal-
culates the distance ds,i from the original broadcast node, and the distance dr,i

from the previous relay node as shown in Figure 5. An intermediate node with
the shortest waiting time based on the equation (2) is selected as a new relay
node. A new relay node changes the field of relay node position in the EWM
with its position and then re-broadcasts it backward. Re-broadcasting the EWM
ceases after ds,i exceeds the predetermined EWM delivery range ds,d.

4 Performance Evaluation

In this section, we evaluate and analyze the performance of RBRS in VANET
with changing node density and transmission range. The simulation parameters
are presented in Table 1. It is assumed that all of nodes in the network can obtain
a position of itself from the GPS and use IEEE 802.11 DCF(Distribution Control
Function) MAC for inter-vehicle communication. Lane change and overtaking
are not considered. The simulation has been performed one hundred times and
simulation results are on averages.

Figure 6 shows the informed rate of EWM when the node density and the
transmission range vary. The informed rate is the percentage of vehicles that
receive EWM over all the vehicles within the VANET. As node density and
transmission range increase, the informed rate dramatically increases before it
is saturated. This is because the network fragmentation gets mitigated with the
increment of node density and transmission range. Most broadcast protocols
show a similar pattern change in the informed rate because the informed rate
strongly depends on the node density and the transmission range. It is assumed

Table 1. Simulation paremeters

Network Environment Road Environment
Parameter Value Parameter Value
Transmission range 150m Length of road 7 km
Packet length 250byte Width of a lane 3.6m
Channel Bandwidth 2Mbps Road Ditection One way
propagation Delay of a packet 0.125 µs Number of lanes 3
Computation time 1 ms Average speed of node 100 km/h
RWTmax 10 ms Traffic density 13.33 vehicles/lane/km
EWM delivery range 5 km Length of a vehicles 4m
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Table 2. EWM Informed Rate versus Transmission Range

Node Density (Vehicles/lane/km)
Transmission Rnage (m) 97% informed rate 100% informed rate
150 18.33 30
300 8.33 15
450 5 10

Fig. 6. Informed rate versus node density

that the network fragmentation[15] does not occur in this experiment. When the
informed rate reaches over 97%, the informed rate scarcely increased. Thus, we
made an experiment with node densities and transmission ranges that show 97%
and 100% of informed rate respectively. The node density is presented in Table 2.
100% of informed rate requires almost two times node density compared to 97%
of the informed rate.

Figure 7 shows the distribution of waiting time of relaynodes when the informed
rate is 97% and the transmission range is 150m. The RBRS has a shorter waiting
time than DBRS though it needs about five more relay nodes on average. The av-
erage waiting time of a relay node is 0.27ms in RBRS, while it is 1.24ms in DBRS.
The number of relay nodes used in RBRS is 40.44, while it is 34.8 in DBRS.

Figure 8 shows the change of network traffic when the node density and trans-
mission range vary. The network traffic is measured by the sum of EWMs received
by nodes. The flooding shows the highest network traffic because of the broad-
cast storm problem. While RBRS has 5.7∼10.3 times lower network traffic than
flooding, it has 17∼20% higher network traffic than DBRS. This is because more
relay nodes are needed in RBRS than in DBRS. However, the gap of network
traffic between RBRS and DBRS is very insignificant, compared to the network
traffic in the flooding.

As shown in Figure 9, the end-to-end delay time is more than 500ms in
the flooding. On the other hand, it is shorter in RBRS than others. When the
informed rate is 97% and 100%, the RBRS has 39% and 17% shorter end-to-end
delay time than the DBRS respectively.



302 T.-H. Kim et al.

Fig. 7. Waiting time of the relay nodes

Fig. 8. Network traffic

Fig. 9. The end-to-end delay
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Fig. 10. Compound metric of the network traffic and the end-to-end delay time

The RBRS achieves a decrease in end-to-end delay time, with trading an
increased network traffic. A new compound metric is used to measure the real
performance improvement. It is computed with the end-to-end delay time and
the network traffic. As shown in Figure 10, the overall performance of RBRS is
19.5%∼40.3% higher than that of DBRS.

5 Conclusion

VANET efficiently prevents vehicle accidents by promptly informing other vehicles
aboutroademergencies.However,anefficientbroadcastprotocol is requiredto send
EWM to neighboring vehicles promptly and reliably in VANET. Such broadcast
protocol should be designed to function with inherent characteristics of VANET
such as frequent change of network topology, node density, and high mobility.

The distance-based broadcast scheme suppresses the number of relay nodes
to minimize network traffic. Only one node with the shortest waiting time is
selected as the relay node for broadcast while other nodes abandon the message
relay. In the DBRS, the waiting time is determined by the distance from the
previous broadcasting node. However, it becomes another overhead to the overall
end-to-end delay time since a relay node makes a slow delivery as much.

In this paper, the RBRS is proposed to minimize the waiting time of a relay
node. An intermediate node is allowed to select its waiting time within a given time
range that is at most as much as the waiting time in the DBRS. The experimental
results show that the RBRS has 19.5∼40% better performance in terms of the
compound metric of end-to-end delay time and network traffic when compared
to the DBRS. Specially, when low node density and short transmission range are
provided, RBRS has 39% shorter end-to-end delay time than the DBRS.
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Abstract. In the VANET, where the duration of communication is extremely 
short, the large amount of control overheads associated with discovering and 
maintaining end-to-end path information may not be tolerable. This paper pre-
sents a new multi-hop forwarding protocol which does not use explicit path in-
formation, but instead, uses reachability information towards the destinations in 
determining next-hop nodes. The reachability information for a particular node 
merely indicates that the node is reachable. At each hop, one of the neighbor 
nodes which hold the reachability information towards the same destination is 
selected as the next-hop node by contention based on some priority values. The 
proposed protocol is designed to be integrated with the IEEE 802.11 MAC pro-
tocol in order to achieve higher efficiency and accuracy in its time-critical  
operations. It is shown through simulations that the proposed protocol outper-
forms the AODV in a realistic the VANET scenario in terms of both the end-to-
end delay and packet delivery ratio. 

1   Introduction 

The VANET (Vehicular Ad-hoc Network) is drawing a significant amount of atten-
tion as one of the technical areas where the ad-hoc network technologies can be ap-
plied. The VANET can introduce a set of new services in a robust and cost-efficient 
manner. In the infrastructure-based systems, the radio coverage of a roadside unit 
(RSU) can be extended by having a node near the edge of the transmission range for-
ward data to nodes outside the range. Imminent collision warning, rollover warning, 
work zone warning, platooning, cooperative route planning, and peer-to-peer enter-
tainment are some of the public safety and non-safety related applications that can be 
enabled by the VANET. 

Although there is a large body of work on mobile ad hoc network protocols [1-4], 
most of them are not suitable for the VANET. In general, topology-based unicast 
routing protocols ⎯ proactive, on-demand or hybrid of the two ⎯ such as DSDV, 
DSR and ZRP set up a path between two nodes before they exchange data. In the 
VANET scenarios, where network topologies change continuously and abruptly,  
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frequent route updates may be necessary. Route update operations, generally based on 
message flooding, generate an excessive amount of control message overhead which 
is one of the main sources of large end-to-end delay. The end-to-end delay is one of 
the most crucial protocol design parameters in the VANET scenarios, where the dura-
tion of communication may be extremely short. Moreover, the control message over-
head may cause a significant media contention when communicating nodes are 
densely populated as in a crowded urban traffic environment [5]. Therefore, a routing 
protocol with a minimum amount of control overhead in path discovery is desired.  

Position-based routing protocols can forward packets without path discovery or 
maintenance operation [6-9]. Forwarding decision at each node is made primarily 
based on the position of the destination and one-hop neighbor nodes. The position 
information of the destination node is carried in the packet header so that packets can 
be forwarded by intermediate nodes in the general direction of the destination node. 
However, unless a separate channel is available for the location service by which the 
source node to obtain the position of the destination, the position-based routing proto-
cols can suffer from the overhead of location service that scales with ( )nO , where n 

is the number of nodes [6]. This means the overhead of location service has approxi-
mately the same complexity as that of path discovery. Furthermore, the inaccuracy of 
position information caused by node mobility may lead to a significant decrease in 
terms of packet delivery ratio.  

Our goal is to design a new multi-hop routing protocol for the VANET that does 
not perform path discovery or maintenance without using position information. Each 
node relies on reachability information collected from the packets received previously 
in making the forwarding decision. This new protocol called MMFP (Multi-hop MAC 
Forwarding Protocol) is designed as an extension to the IEEE 802.11 MAC layer [10] 
in order to ensure its functional accuracy in the time-critical operations.  

The rest of this paper is organized as follows: In section 2 the MMFP is explained 
in detail. Simulation results are presented in section 3. Finally, some conclusions are 
drawn in section 4. 

2   Multi-hop MAC Forwarding Protocol 

2.1   The Main Operation 

The operation of MMFP follows the principle of a MAC bridge that forwards a frame 
to a particular LAN segment, if the destination address of a frame has been registered 
to the filter table, and floods it to all LAN segments otherwise. Specifically, whenever 
a node receives a packet, the addresses of the transmitter, i.e., a 1-hop neighbor, and 
the source node are entered in the forward table as reachable nodes. Two modes of 
forwarding are defined:  

• Implicit unicast mode is used to select a single forwarding node among the 1-hop 
neighbors by competition based on a priority value. This mode is used when the 
reachability information is available for the destination node. 

• Broadcast mode is used to inform all its 1-hop neighbors to rebroadcast the received 
packet. This mode is used when the reachability information is not available. 
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A more detailed description on how to maintain the forward table is deferred to the 
next sub-section. The implicit unicast forwarding process is different from the con-
ventional unicast forwarding process. Whereas each node forwards packets to the 
next-hop along the predetermined end-to-end path in the conventional unicast, each 
node broadcasts packets with the destination address specified in the implicit unicast. 
By allowing only one of the neighbor nodes receiving the broadcast frame to rebroad-
cast it, an operation similar to the unicast is achieved. This is in principle similar to 
the forwarding process of position-based routing.  

The rebroadcast node is selected based on a priority value, which is determined by 
the effectiveness of forwarding by each neighbor node. The effective period of a for-
ward table entry, Received Signal Strength Indicator (RSSI), the hop count, or the 
interface queue length are a few examples of possible metrics that can be used to de-
termine the priority value. The position-based forwarding is achieved if the distance 
to the destination node is used as the priority value. The selected node sends an ACK 
so that the semantics of original IEEE 802.11 MAC is preserved. The black-burst 
method that allows a node sending the longest jamming signal to reserve the medium 
is used in order to have the highest-priority neighbor node send an ACK frame. Once 
the destination node receives a frame, it sends an ACK frame immediately after SIFS 
without sending the black-burst signal. If there are many nodes with the same priority, 
collisions may occur. The MMFP sends the black-burst signal of a random length 
once again to resolve the collision. Namely, our black-burst process consists of two 
black-burst phases; the priority-based first phase and the random backoff-based sec-
ond phase. A more detailed discussion on the two black-burst phases is presented in 
section 3.3. The main algorithm of MMFP can be represented as follows: 
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Fig. 1. The main algorithm of MMFP 

2.2   Maintaining the Forward Table 

The main propose of forward table is to provide information about all reachable 
nodes. Each entry of the forward table consists of two fields (destination_address, 
refresh_timer), of which destination_address represents the address of a node  
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reachable and the refresh_timer indicates the effective period of an entry. An entry is 
automatically purged when the value of refresh_timer becomes zero.  

Depending on the type of frames received, the forwarding table should be updated 
as follows: 

1. When a data frame is received: Both the source node and transmitter node are 
reachable along the reverse path assuming all links are bidirectional. Hence, 
new entries for the source and transmitter nodes should be registered or the re-
fresh_timer should be updated if the corresponding entries exist. 

2. When an ACK frame is received: There are two sub-cases when an ACK frame 
is received: 
A. The received ACK frame acknowledges the data frame transmitted by 

the node itself. The destination node is reachable via a neighbor node. If 
the transmitted data frame is an implicit unicast frame, it means that the 
existing entry for the destination node is still valid. Hence, the re-
fresh_timer should be reset. Otherwise, a new entry for the destination 
node should be registered. 

B. The received ACK frame acknowledges the data frame transmitted by a 
neighbor node. The destination of data frame transmitted by the neighbor 
node is reachable via the node from which the ACK has been received. 
Hence a new entry for the destination node should be registered. 

In Fig. 2, creation of the implicit multi-paths is observed. Implicit multi-paths S-A-C-
D and S-B-C-D between S and D are created as B adds D to the forward table, and the 
frame, therefore, can continue to be transferred even if either A or B node moves 
away. As a result, it is possible to reduce overheads significantly, compared to topol-
ogy-based routing protocol that is subject to the path maintenance process. 

If the destination is not registered in the forward table, a node should broadcast a 
flooding frame to all 1-hop neighbors. The flooding frames are repeatedly rebroadcast 
by subsequent nodes until they reach a node that has a forward table entry for the des-
tination. From then on the frames are forwarded by the implicit unicast. Since the last 
nodes that rebroadcast a flooding frame receive an ACK from one of their 1-hop 
neighbor, i.e., case 2 above, they add a new entry for the destination to their forward 
tables. This type of forward table update is spread from the destination towards the 
source as more frames are sent by the same source to the same destination. As a re-
sult, the area of flooding is reduced quickly as communication between two nodes 
proceeds. An example is illustrated in Fig. 3, where none of node A and B initially  
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Fig. 2. An example of implicit multipath 
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Fig. 3. An example of forward table update process 

has a forward table entry for destination node D. The flooding frame sent by node S 
reaches destination node D via node B. Node D broadcasts an ACK which is received 
by B. Node B then adds a forward table entry for node D as explained above (Fig. 3 
(step A)). When node B receives the next frame destined for node D from node A, 
since node B now has a forward table entry for node D, broadcast an ACK and sends 
an implicit unicast frame to node D. Upon receiving the ACK from node B, node A 
adds an entry for node D (Fig. 3 (step B)). Similar phases are taken when the next 
frame is sent by node S and now all of nodes S, A and B have an entry for node D 
(Fig. 3 (step C)), hence no more flooding frames are generated (Fig. 3 (step D)). 

2.3   Forwarding Node Selection by Contention 

As mentioned previously, all neighbor nodes that have the reachability information 
for the destination compete for a right to send an ACK using the black-burst method. 
The winner rebroadcast the frame (i.e., implicit unicast) whereas the losers discard the 
frame. This prevents uncontrolled rebroadcasting of the same frame. Since this ACK 
is delayed by black-burst, we call it a delayed_ACK. 

Black-burst method was proposed in [11] and [12] in order to provide guaranteed 
access delays to rate-limited traffic. By allowing each node transmit a data frame only 
if the medium is free after sending out an energy burst (channel jamming signal) of 
which the length is determined independently based on a priority value, a node with 
the highest priority has the exclusive right to transmit the data frame.  

All contending nodes send the black-bursts after they sense the medium is idle in 
SIFS+1 slot after receiving a data frame. Since it makes no sense to have the destina-
tion node contend with other nodes, the destination node is allowed to send an ACK 
in SIFS after receiving the frame as specified in the IEEE 802.11 standard. In other 
words, SIFS+1 slot of waiting by the other nodes ensures the priority access to the 
medium by the destination node taking into account the propagation delay of the 
ACK.  

The length of black-burst is determined by: 

( )⎣ ⎦ timeslotDvaluepriority r __burst-black oflength  The ⋅⋅= , (1) 

where priority_value is number in [0, 1] that increases as the effectiveness of for-
warding by a node increases, Dr is the maximum number of slots allocated to the first 
phase black-burst, and slot_time is the length of a slot (i.e., 9 microseconds). 

In our work, we use RSSI in calculating the priority value. The RSSI can be used 
to determine the distance between two communicating nodes based on the path-loss 



310 W. Lee et al. 

radio propagation model, namely, the ratio of the received signal strength PRX at dis-
tance d from the transmitter, to the transmitted signal strength PTX, is given by: 

α−= Cd
P

P

TX

RX , (2) 

where C is a constant that depends on the antenna gains, the wavelengths, and the 
antenna heights, α is the path loss factor ranging from 2 to 4 [13]. Using the distance, 
the farthest away node from the forwarding node among its contending neighbor 
nodes becomes the winner. Therefore, it is more likely that the closest nodes to the 
destination become the intermediate nodes in the forwarding path.  

It is possible that more than one contending node have the same priority value and 
hence the same black-burst length. In this case, ACK’s sent by these nodes can col-
lide. In order to resolve the problem of colliding ACK’s, all winning nodes perform 
the second phase black-burst one slot after the first-phase black-burst taking into ac-
count the propagation delay of the first-phase black-bursts. The length of the second 
phase black-burst is determined randomly from the range of allowed slots. Note that 
the per-hop transmission overhead generated by the two-phase black-burst would not 
be a significant loss compared to the overhead generated by the transmission of 
RTS/CTS pair that takes 13 slots in IEEE 802.11 a/g.  

In Fig. 4, an example of the selection process of a forwarding node based on two-
phase black-burst is illustrated. Three contending nodes (A, B and C) send the first 
phase black-bursts. In this example, node A and B send the black-bursts of the same 
length, and node C send a shorter black-burst since node A and B have the same pri-
ority values that is higher than node C. In the second-phase black-burst, node A sends 
a longer black-burst than B as determined randomly. Since A senses the idle channel 
for SIFS, it proceeds to send a delayed_ACK and rebroadcast the implicit unicast 
frame, and node B and C discard the frame. 
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Fig. 4. An example of contention-based forwarding node selection using two-phase black-burst 

2.4   Maintaining the Sequence Number Table 

In the MMFP, the routing loop is prevented by using the sequence number defined in 
the IEEE 802.11 MAC specification. The sequence number table consists of four 
fields including source_address, sequence_number, forwarding_flag and re-
fresh_timer. When a node receives a frame whose source address matches that of a 
sequence number table entry with a sequence number equal to or smaller than the 
sequence_number, it discards the frame. 
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The forwarding_flag is used to resolve forward table errors due to the collision of 
delayed_ACK’s that may occur because the two-phase black-burst works with a lim-
ited number of slots. If two forwarding nodes send the delayed_ACK’s at the same 
time a collision occurs and the sender retransmits the frame for a specified number of 
times or until it finally receives an ACK. Because the sequence number of all re-
transmitted frames is the same, the forwarding nodes determine them as duplicate 
frames and discard them. In this case, the sender, deluding himself that the retrans-
mission has failed, erroneously purges the corresponding entry. The default value of 
forwarding_flag is 0, and it is set to 1 if the frame is forwarded. If the value of retry 
field in the header of duplicated frame and forwarding_flag are both 1, the forwarding 
node recognizes that there has been a collision in sending the previous delayed_ACK, 
and it retransmits a delayed_ACK. 

3   Simulation 

In order to analyze the performance of MMFP, we performed the simulation using  
ns-2. The MMFP was implemented in a sublayer between the network and IEEE 
802.11 MAC layer. The AODV was also implemented in the sublayer for a fair  
comparison. We set the values of active_route_timeout and max_rreq_timeout to  
10 seconds, local_repair_wait_time to 0.15 seconds, and rreq_retry to 3 times as rec-
ommended by [14]. The physical layer of IEEE 802.11b was modified to operate as 
802.11g by specifying the system parameters for the ERP-OFDM as shown in  
Table 1. For modeling a practical communication environment, two-ray ground model 
and ricean distribution [15] was chosen as the path-loss radio propagation and fading 
model.  

A simulation scenario was designed to reflect the realistic inter-vehicle communi-
cation by 360 cars running on a two-way straight-line highway of four lanes with the 
occasional occurrences of entrances and exits (Fig. 5). Each node periodically makes 
random transitions with the probability varied from 0.0 to 0.4 between two states, i.e., 
‘on’ and ‘off’ states, which represent entering and exiting the highway, respectively. 
Table 1 lists some of the simulation parameters.  

The data rate was set to 54 Mbps with the transmission range of 200 meters. The 
distance between two nodes in the outer and inner lane was set to 90 and 88.95  
 

Table 1. Simulation parameters 

Parameter Value 
CWMin (slots) 15 
SlotTime (microseconds) 9 
Preamble length (bits) 120 
PLCP Header Length (bits) 24 
PLCP Data Rate (Mbps) 6 
Data rate (Mbps) 54 
Transmission range (m) 200 
UDP payload size (bytes) 1024 
Ricean K factor 6 



312 W. Lee et al. 

meters, respectively. Two adjacent nodes in different lanes were initially separated by 
5 meters. All nodes in each lane move at the difference speed and the difference in 
speed between two (passing and driving) lanes of different direction is maximum 40 
m/s. Each node has nine 1-hop neighbor nodes within its transmission range. Each of 
the 10 randomly selected nodes sends data traffic at 5 pkts/s for 30 seconds to a desti-
nation node that is selected to be a specific distance apart at the beginning of a simu-
lation session. Both the source and destination nodes remain in ‘on’ state during an 
entire simulation session. Half of the cars are randomly selected to be initially in ‘on’ 
state and the other half in ‘off’ state such that the network topology changes fre-
quently. A series of simulations were run while changing the values of the distance 
between the source and destination nodes (720, 1080, 1440, 1800, 2160 m) and the 
on/off probability (0.0, 0.1, 0.2, 0.3, 0.4). Each simulation was repeated 20 times with 
different seed values for random numbers. 

The performance of MMFP was measured with two priority values, based on the 
RSSI. Fig. 6 and 7 illustrate the performance of MMFP and AODV in terms of the 
end-to-end delay and delivery ratio, respectively, against the varying on/off probabil-
ity values. Here, the distance between the source and destination nodes is fixed at 
1440 m. Fig. 6 shows the end-to-end delay of MMFP is consistently lower than that of 
AODV regardless of the values of on/off probability: 27 ms and 34 ms for the MMFP 
and 207 ms and 306 ms for the AODV when the values of on/off probability are 0.1 
and 0.4, respectively. We observed the AODV suffer from the frequent local repair of 
routes which increased the queuing delay and hence the end-to-end delay. By con-
trast, because the MMFP is able to forward the frames without the route repair via the 
implicit multi-paths, the end-to-end delay remains almost constant.  
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Fig. 5. Circular scenario 

In Fig. 7, we can see that the MMFP outperform the AODV: 79.6 % and 76.5 % 
for the MMFP versus 62.5 % and 48.6 % for the AODV when the values of on/off 
probability are 0.1 and 0.4, respectively. We observed the AODV suffer from  
retransmission failure caused by frequent route failure and unstable wireless link. 
However, the MMFP achieves a lower packet loss ratio (average 33 %) than AODV 
(average 55 %) because of implicit multi-path. 

Fig. 8 and 9 show the performance of MMFP and AODV in terms of the end-to-
end delay and delivery ratio, respectively, against the different values of distance be-
tween the source and destination nodes with the fixed value of on/off probability 
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(0.3). In Fig. 8, it is shown the end-to-end delay of MMFP-RT and MMFP-RSSI is 
lower than that of AODV in all regions of the distance values: 29 ms and 58 ms for 
the MMFP versus 166 ms and 388 ms for the AODV when the values of distance are 
720 m and 2160 m, respectively. The steep increase in the end-to-end delay of AODV 
is due to the increase in queuing delay caused by the route repairs as the probability of 
route failure increases with the distance. By contrast, for the MMFP, the end-to-end 
delay increases slowly as the queuing delay is barely affected by the increased dis-
tance. As shown in Fig. 9, the delivery ratios of MMFP and AODV both drops as the 
average speed of node increases: from 81.6% to 65.5% for the MMFP and from 61.8 
% to 46 % for the AODV as the distance increases from 720 m to 2160 m. However, 
We observed that overall delivery ratio of MMFP is constantly higher than AODV 
(average 20%).  
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Fig. 6. End-to-end delay vs. on/off probability Fig. 7. Delivery ratio vs. on/off  probability 
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Fig. 8. End-to-end delay vs. intervehicular 
distance 

Fig. 9. Delivery ratio vs. intervehicular 
distance 

4   Conclusions 

In this paper, we propose a new multi-hop routing protocol for the VANET. The pro-
posed protocol, MMFP, does not perform path discovery or use the position informa-
tion of communicating nodes. Since no path discovery or maintenance is performed, 
the communicating nodes experience shorter delay which is critical in the high-
mobility scenarios of the VANET. The fact that the MMFP is implemented as an  
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extension to IEEE 802.11 MAC is a significant advantage in terms of reliable per-
formance and rapid deployment. Additional simulations are being set out to evaluate 
the performance of MMFP in more realistic situations such as a two-way highway 
with multiple lanes in each direction and a blind intersection. Further investigations 
are also underway to improve the performance of the MMFP by integrating position 
information into the forward node selection procedure and by containing flooding 
frames within the general direction of the destination node.  
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Abstract. We consider the problem of balancing the traffic load ide-
ally over a wireless multihop network. In previous work, a systematic
approach to this task was undertaken, starting with an approximate op-
timisation method that guarantees a provable congestion performance
bound, and then designing a distributed implementation by modifying
the DSR protocol. In this paper, the performance of the resulting Bal-
anced Multipath Source Routing (BMSR) protocol is validated in a num-
ber of simulated networking scenarios. In particular, we study the effect
of irregular network structure on the performance of the protocol, and
compare it to the performance of DSR and an idealised shortest-path
routing algorithm in setups with several source-destination pairs. For all
network scenarios we consider, BMSR outperforms DSR significantly.
BMSR is also shown to be more robust than the shortest-path algo-
rithm, in that it can distribute the traffic load more evenly in cases
where shortest-path routing is impeded by radio interference between
proximate paths.

1 Introduction

Consider a scenario whereby a wireless multi-hop network is used to set up com-
munications between a disaster recovery area and an operations centre, or is
needed to replace a broken segment of a high-throughput fixed network. One
issue that then arises is how to optimally allocate the total transmission band-
width of the wireless network to carry the high volume of end-to-end traffic.
Unless the traffic pattern and the design of the wireless network are fully pre-
dictable, some load balancing multipath routing scheme should be used to avoid
congestion. Such schemes also improve reliability of the network.

A considerable amount of work exists on multipath routing in wireless net-
works. E.g. Nasipuri, Castañeda, and Das [1] extend the DSR [2] route finding
process to consider alternate routes for a given destination. Wu and Harms [3]
modify the procedure of forwarding route-reply messages back to the initiator
of a route-request in order to discover alternative routes. See [4] for a discussion
of different approaches to multipath routing in wireless networks.
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Most of the existing literature on this topic takes as its starting point some
natural heuristic for multipath routing and investigates its behaviour either an-
alytically or by means of simulation studies. The recently introduced Balanced
Multipath Source Routing (BMSR) protocol [5], however, takes a different ap-
proach. Here the starting point is a linear programming approximation algorithm
[6,7] that provably guarantees a desired bound on the congestion performance of
the routing scheme, and this algorithm is then given a distributed implementa-
tion by extending the DSR protocol. Since in DSR, alternate routes can easily
be collected to the source node, it provides a simple and lightweight platform
for multipath routing extensions, as also noted by other authors [1].

The present work validates the behaviour of the BMSR protocol in several
networking scenarios, using the ns2 network simulator [8]. In the original article
[5], average throughput and packet delay provided by BMSR were compared
to those of DSR on a simple square grid of 10 × 10 nodes, with one source-
destination pair generating traffic left-to-right and another bottom-to-top on
the grid. In this paper, we first investigate how the placement of nodes on a grid
influences the behaviour of the algorithm, as opposed to a random placement
with a similar node density. Observing that the effect is not significant, we con-
tinue with a grid placement in order to eliminate one source of random effects
in the simulation results. The following sets of simulation experiments contrast
the behaviour of BMSR to DSR and an idealised shortest-path routing scheme
using various placements of source-destination pairs, and with attention to the
scalability of the different algorithms as the number of source-destination pairs
increases.

Overall, for all the network setups we considered, BMSR outperforms DSR
significantly. BMSR also performs better than the shortest-path algorithm when
source-destination pairs are placed densely or the shortest-paths are not disjoint
and there are only few sources simultaneously active in the network.

The rest of the paper is organised as follows. In the next section, we first
give a brief overview of DSR and describe its basic operation. Thereafter, we
describe the basic linear programming congestion-control approximation algo-
rithm [6,7] and its implementation as an extension to DSR. Section 3 presents
the ns2 simulations conducted and compares the performance of BMSR with
DSR and a global shortest-path routing algorithm. Finally, Section 4 presents
some conclusions and outlines future research directions.

2 The BMSR Protocol

The recently proposed BMSR protocol [5] extends the Dynamic Source Rout-
ing (DSR) [2] protocol with a distributed approximation algorithm to optimise
network congestion.

In this section we first outline the basic operation of DSR and those aspects
of it that we will modify. Thereafter, we describe how we obtain BMSR by
integrating the approximation algorithm for load balancing into DSR.
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2.1 DSR

DSR is an on-demand source routing protocol: the source includes the whole
route in every packet sent, and routes are discovered only when required. The
basic DSR protocol consists of two operations: route discovery and route mainte-
nance. If a source node wishes to send to a destination to which it does not have
a route in its route cache, it initiates the route discovery process by broadcasting
a route-request (RREQ) message to its neighbours. Upon receiving the RREQ, if a
node knows of a route to the destination it can send a route-reply (RREP) mes-
sage back to the source; otherwise it will append its own address to the list of
nodes in the RREQ and forward the request. Upon receiving the RREQ, the desti-
nation obtains a route from the source to the destination, and in the presence of
bidirectional links it can simply reverse this route and use it for sending a RREP
message along this route to the source. A sequence number mechanism ensures
that a node only forwards each RREQ at most once. Since shorter routes require
fewer hops, the first RREQ to reach the destination is likely to have taken a route
that is minimum or close to minimum in terms of the hop count.

If a source route breaks, the source is notified by the intermediate node that
detects the break. The source may then resend the packet using an alternative
route in its route cache, or initiate a new route discovery. If the intermediate
node has a different route to the destination in its own cache, it can initiate
packet salvaging and forward the packet using this alternative route.

2.2 BMSR

In this section we describe a method for obtaining multiple source-destination
routes for a given source-destination pair by a linear programming approxi-
mation algorithm that minimises flow congestion [7]. The algorithm relies on
the computation of shortest paths determined by an adaptive cost metric using
weights on the links. The weight updates are distributed to avoid dissemina-
tion of global information. Each shortest path computed becomes a source route
for the BMSR protocol. The data flow is then equally distributed over these
pre-computed routes.

We model balancing the traffic in the network as a multicommodity flow
problem in a directed graph G = (V, E) where the set of vertices V corresponds
to the radio nodes in the network. There is a directed edge (i, j) ∈ E from
vertex i to vertex j if the radio node corresponding to j is within transmission
range of the radio node corresponding to i; this is the well known unit disk
graph model. Each source-destination pair is modelled as a commodity so that
there is a supply of the commodity at the source node and a demand, modelled
as a negative supply, at the destination node. With xc

ij denoting the flow of
commodity c along the edge from vertex i to vertex j and sc(i) representing the
supply of commodity c at vertex i, to route the transmissions from the respective
sources to destinations we must satisfy

sc(i) +
∑

(j,i)∈E

xc
ji −

∑
(i,j)∈E

xc
ij = 0. (1)
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The version of the algorithm we use requires that each radio link (and thus every
edge (i, j) ∈ E) has the same fixed capacity uij , but we do not limit the total
flow fij =

∑
c xc

ij along an edge; rather our aim is to balance the flow in the
network by minimising the maximum congestion in the network:

min max
(i,j)∈E

fij

uij
. (2)

The optimisation method that we will implement as an extension to DSR is
based on the work of Young [6], as summarised by Bienstock in [7]. To route a
flow of rate sc(i) of commodity c from the source node i to a destination, the
weight of each edge is initialised to 1. We then run I iterations: in each iteration,
for each commodity c, the least-weight path from the source to the destination
is determined, the flow of commodity c along each edge on the path is increased
by sc(i)/I, and the weight we of each edge e on the path is updated as

we ← (1 + εsc(i))we. (3)

where 0 < ε ≤ 1/2 is a parameter of the algorithm. It can be shown that if the
number of iterations I is sufficiently large, the result of this algorithm is optimal
to a factor of (1 + ε) [6,7].

Our routing method, BMSR, is an implementation of this algorithm on top
of DSR. Each radio node maintains a record of the weights of its incoming links.
Our balanced route request packet, BREQ, is a modified version of the standard
route request packet (RREQ) of DSR that additionally contains a record of the
total weight of the path the BREQ has taken so far. Contrary to DSR, if a node
receives a BREQ packet related to a route request it has already seen, it may resend
it if the second packet has a lower weight than the previously seen BREQ packets
related to the same route request. This allows us to find routes of minimum
weight.

After receiving a BREQ packet the intended destination waits for a while, aim-
ing to make sure that lower weight routes represented by BREQ packets that
arrive later are taken into account in choosing the route. The destination then
sends a route reply packet back to the source, and all nodes on the path update
the weights of the edges on the path according to (3).

To obtain a good selection of routes, a source node may run a large number Iof
route requests. The iteration number I also depends on the chosen approximation
quality parameter ε: for larger ε fewer iterations are necessary in order to obtain
an acceptable selection of routes, but the resulting flow may be further away
from the optimum.

In BMSR, routes that are broken due to temporarily congested links are
not invalidated. With each source having a balanced collection of routes to the
destination the effect of a single link failure diminishes, as the source distributes
the traffic equally among the routes in its the cache.
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3 Simulation and Performance Evaluation

To experimentally validate the BMSR algorithm, we performed simulations for
a number of different network topologies using the ns2 network simulator [8].
An initial set of experiments was used to investigate the algorithmic effect of ar-
ranging the simulated nodes in a grid structure, as opposed to the arguably more
natural placement uniformly at random in a corresponding area. Thereafter, the
number and position of source-destination pairs was varied to determine the ef-
fect of differing traffic patterns on the algorithm’s performance, as well as to get
an intuition how BMSR scales with the number of source-destination pairs.

As a performance metric in the evaluations, we have used the average through-
put over the simulated time, taken over all source-destination pairs in use at each
simulation. Using this metric, we compare BMSR to standard DSR and an ide-
alised shortest-path routing (SPR) algorithm.

3.1 Review of Previous Experiments and Random Node Placement

As part of previous work [5] we tested BMSR on a simulated 2160m × 2160m
grid network of 100 nodes. We placed two pairs of constant bit rate (CBR) traffic
source and destination nodes at the boundary of the grid, so that the direct
connections between both pairs would approximately form a cross shape. In this
setup each node may communicate with the nodes beside, above or below it.
The supply value sc for both source nodes was chosen to be 1. However, one
should note that due to the update rule given in (3), the particular choice for sc

has only a scaling effect on the approximation quality parameter ε. Therefore,
sc will be also fixed to 1 for all further experiments discussed in this paper.

We then compared DSR to BMSR for a range of CBR packet-sizes and BMSR
parameters ε and I. BMSR clearly outperformed DSR, both in terms of packet
delay and network throughput. The simulations showed a performance gain of
14% to 69%. We also analysed the effect of BMSR on network load and on
collisions due to interference and interface queue (IFQ) overflows. BMSR led
to a more balanced distribution of the load in the network, which effectively
reduced packet loss resulting from IFQ overflows. A choice of ε = 0.05 and
I = 160 showed the best average throughput over both source-destination pairs.

In the present set of experiments, we first evaluate the impact of the regular
network structure on the performance of BMSR and DSR, by considering nodes
placed uniformly at random within a square area. The locations of the source
and destination nodes, as well as the total number of nodes, are kept the same as
in the experiments in [5]. In order to maintain connectivity, we roughly doubled
the density of nodes within the network by scaling the network down by a factor
of approximately

√
2, yielding a network size of 1530m × 1530m. We then

compared results for CBR traffic throughput of a grid with the throughput of
networks with randomly placed nodes using the same dimensions and location of
sources and destinations. The simulation parameters are summarised in Tab. 1.
The ns2 default value for transmission range, 250m for our TwoRayGround
propagation model, was used, enabling nodes to communicate with the closest
nodes located in their vicinity, including diagonal neighbours.
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Table 1. The parameters used in ns2 simulations

CBR packet size: 2048 B MAC bandwidth: 1Mbit
CBR data rate: 160 Kbit/s MAC protocol: 802.11 with RTS/CTS
Antenna type: OmniAntenna Propagation model: TwoRayGround
Transmission range: ≈ 250 m Interference range: ≈ 550 m
Max. source route length: 22, 26 Max. IFQ length: 50

Node count: 100, 200 Network size:
1530 m × 1530 m,
2160 m × 4320 m

Simulation time: 1500 s Balancing setup time: 500 s
BMSR parameters: I = 160, ε = 0.05
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Fig. 1. Average throughput of both source-destination pairs in KB/s versus simulation
time for a single run of DSR and BMSR, setup stage for BMSR is omitted from the
plot. Performance over 15 runs is shown for each plot.

As can be seen in Fig. 1, random node placement does not affect the perfor-
mance of either routing algorithm significantly. However, a slight performance
decrease for BMSR is observable. This may be due to interference caused by
the larger density of nodes in the network, as BMSR does not take into account
interference between radio links.

Due to the only minor decrease and to prevent the introduction of an addi-
tional source of random effects, we focus further simulations on the grid topology.

3.2 Densely Placed CBR Pairs

In this section we describe experiments where the sources are located directly
opposite to their respective destinations and the source-destination nodes are
placed next to each other on the grid, as shown in Fig. 2. The width of the grid
was doubled to determine the spread of routes over the network.

We also increased the bound for the number of hops in each route to facilitate
the potential increase in route length. This value, which is a constant given in
the ns2 implementation of DSR, determines the spreading of routing-control
packets, such as RREQ, in the network as well as the connectivity between nodes.
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Fig. 2. Dense and twisted sparse network setup: Left unidirectional for all source and
destination pairs, on the right side the row of destinations is twisted around
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Fig. 3. Average throughput of multiple densely-placed source-destination pairs in KB/s
using routing algorithms DSR, BMSR, and SPR. Errorbars represent the standard
deviation over 15 repetitions.

However, ns2 resource consumption forced us to choose a rather conservative
value of 26 hops. We then explored the performance of DSR, BMSR and SPR.

The SPR algorithm was initialised to use a route of minimum length from
the source to the destination node for all packets during the simulation run,
independent of route failures. In this sense it behaves similar to BMSR, which
determines routes in the setup phase of the algorithm. The algorithm was chosen
to evaluate the benefit from choosing multiple routes over a single shortest route
for a given network setup.

Because the source and destination nodes are packed closely together, there
exist a large number of nodes to the left and to the right, respectively, of the
leftmost and rightmost source and destination nodes. In this setup, one can
observe from Fig. 3 that BMSR outperforms both DSR and SPR. The latter
two routing methods tend to use routes that are close to each other, so that up
to three shortest paths can interfere with each other. Route interference, in turn,
causes collisions and packet drops due to IFQ overflows.

Note that DSR buffers packets scheduled to be sent over the wireless inter-
face in a queue. After several retransmissions fail, these packets are dropped and
removed from the IFQ, causing a decrease in throughput. Hou and Tipper [9]
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observed that one of the main reasons for the decline in throughput for congested
networks using DSR is the overflow of the IFQ of congested nodes.

In the dense setup, as the number of source-destinationpairs increases, shortest-
path routes can be expected to be the most favourable in terms of causing less
interference than any other choice of routes. Thus the comparative advantage of
BMSRwith respect to SPR decreases. This trend is observable in Fig. 3. However,
as densely packed routes are subject to a higher rate of collisions and retransmis-
sions, SPR also shows a decreasing performance for an increasing number of CBR
pairs.

3.3 Sparsely Placed CBR Pairs

Subsequently, we separated the source and destination nodes by three intermedi-
ate nodes. Because of the spacing, adjacent shortest-path routes do not conflict
with each other. As a consequence, one can see from Fig. 4 that the performance
of SPR remains constant for an increasing number of source-destination pairs.

In this setup, BMSR is able to take advantage of the additional nodes be-
tween adjacent shortest-paths and shows an increased throughput compared to
the dense placement of source-destination pairs, while DSR does not perform
significantly better than for the dense setup. As DSR heavily relies on cached
routing information, which is updated by routes overheard from neighbours or
taken from forwarded packets, nearby sources tend to share parts of their routes
over the long run.

In order to evaluate the performance of BMSR for a scenario with a large
number of route-intersections, we created a worst-case scenario for route inter-
sections by ‘twisting’ the aforementioned setup. Figure 2 depicts the resulting
network. It is easy to see that the number of pairwise route intersections is
n(n − 1)/2, where n is the number of source-destination pairs.

Figure 5 shows performance results obtained for this network setup. It is
interesting to see that BMSR performs very similarly to SPR. This can be
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Fig. 5. Average throughput of multiple sparsely-placed source-destination pairs with
twisted destination arrangement in KB/s using routing algorithms DSR, BMSR, and
SPR. Errorbars represent the standard deviation over 15 repetitions.

explained by the fact that each route will necessarily cross any other route,
which causes collisions and congestion at intermediate nodes. However, due to
the spreading achieved especially for the inner source-destination pairs, BMSR
still outperforms SPR for a smaller number of active sources. As the maximum
source-route length restricts the choice of routes for the balancing algorithm, the
degree of freedom for outer pairs is much smaller than for inner pairs. In fact,
for five source-destination pairs, the outmost pair will always route over shortest
paths, determined by the maximum source-route length of 26.

DSR again shows the least performance for this setup. Congested nodes and
collisions due to the heavy load in the centre of the network cause routes to fail
repeatedly. These have to be rediscovered regularly, causing additional overhead
of routing control messages.

4 Conclusions

In this paper, we have applied a linear programming approximation algorithm
to the problem of load balancing in ad hoc networks. When integrated into the
DSR routing protocol, the resulting BMSR protocol relies on a mathematical
formulation of the underlying problem. This is an advantage over routing proto-
cols which aim to achieve load balancing by introducing heuristic rules, for which
there is little mathematical justification like that provided here for BMSR.

A limiting factor of BMSR is its non-adaptivity towards node and permanent
link failures, as well as changes in the demands of source-destination pairs and
the network topology in general. An adaptive version of the proposed protocol
could adjust edge flows by locally rerouting flow for example. The second limiting
factor is the non-integration of edge interference into the model. This problem
could be solved by considering clusters of interfering edges as units to be used
for the load balancing procedure, rather than edges themselves.
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BMSR is a lightweight, distributed implementation of a linear-programming
approximation algorithm. Its integration into a standard routing protocol is en-
abled by the computation of shortest paths. In this paper, we have presented
simulations that also indicate its robustness for different traffic patterns. For all
simulations BMSR clearly outperforms DSR. BMSR also performs better than
the idealised shortest-path algorithm when source-destination pairs are placed
densely or the shortest-paths are not disjoint and there are only few sources si-
multaneously active in the network. Therefore, we conclude that load balancing
based on source routing can provide benefits for stationary networks, e.g. mesh
networks with a high throughput requirement.
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Universidade do Minho, Campus de Gualtar,

4710 Braga, Portugal
{costa,alex}@di.uminho.pt

Abstract. Most of current multicast QoS routing proposals are based
on the principle that QoS routes must be computed for each request,
where requests explicitly express their resource requirements. As a result,
within this environment, the goal of QoS routing is to satisfy individual
request requirements, resorting to resource reservation to maintain those
requirements after a feasible path has been found. This type of strategy
is suited within the IntServ model but does not seem adequate in pres-
ence of DiffServ networks. According to DiffServ model, traffic flows are
aggregated into specific classes-of-service and each flow receives a spe-
cific treatment accordingly to its class-of-service. There are no per flow
guarantees, only per class differentiation. In this environment instead of
per flow path computation, per class path calculation should be made,
and so, within multicast scenarios, multiple multicast trees must be com-
puted in order to satisfy different QoS requirements of different traffic
classes.

This paper presents a new multicast routing protocol enabling per
class multicast tree computation. The proposed heuristics enable directed
trees establishment, instead of reverse path ones, due to the importance
of link asymmetry within an environment which is, essentially, unidi-
rectional. The proposed protocol is implemented and simulated using
Network Simulator. A set of simulation results are presented, analyzed
and compared against PIM-SM, a widely deployed multicast routing
protocol.

1 Introduction

The main goal of multicast routing protocols is to build a distribution tree or
a set of trees in order to deliver data packets from sources to a set of receivers
in an efficient manner, without incurring into network overloads. To minimize
the resource usage in the network the multicast tree built should be the tree
with minimum cost. The problem of finding such a tree is NP-complete and
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is called Steiner Tree Problem[1]. There are many heuristics in finding a sub-
optimal Steiner tree [2]. When QoS is considered, besides the connectivity, the
tree branches between the sources and each receiver should satisfy the QoS
constraints which turns the problem of build a multicast tree even more complex.

Several strategies have been proposed to implement QoS Multicast Routing,
most of them relying on flooding in order to find a feasible tree branch to connect
a new member. QoSMIC[3] and QRMP [4] are examples of those strategies. The
underlying idea is to obtain multiple paths where a new member may connect
to the tree. Typically, multiple probe messages are sent over different possible
routes collecting QoS information on the path. Among candidate paths the new
member selects the one that is able to satisfy its QoS requirements. This type
of strategy is better suited within the IntServ model[5]. The main strength of
the IntServ model is its ability to provide service guarantees by means of (state-
full) resource reservation. However it has several weaknesses too. Each router
is required to maintain state information for each flow, thus, scalability prob-
lems do arise in operational environments. In addition a significant amount of
processing overhead is required within each router, and the connection setup
time may even sometimes be greater than the time required for the transmis-
sion of all the packets belonging to a specific flow. The alternative model is
called DiffServ[6]. According to this new model, the traffic is aggregated into
specific classes-of-service thus changing the scope from per flow guarantees to
per class differentiation. Before entering a DiffServ domain packets are marked
by border routers (or ingress routers) in one of the available classes-of-service.
Inside domain, core routers just give them a specific treatment accordingly to
its class-of-service. There are difficulties and challenges when trying to adequate
multicast protocols to DiffServ model. The main assumption behind this work
is that in presence of DiffServ networks, per flow computation is not adequate.
Instead of that a per class path calculation must be made.

In this paper a new multicast routing protocol is proposed enabling per class
multicast routing implementation. The proposed protocol takes link asymmetry
into account as it defines a shortest-path-tree based routing strategy as opposite
to a reverse-path-tree based one. This is an important feature because when
routing constraints are introduced links become asymmetric in terms of the
quality of service they may offer, thus link costs are likely to be different in each
direction.

2 A Model for Multi-class Based Multicast Routing

The main objective of this work is to propose a new multicast routing protocol
that enables per class-of-service multicast routing implementation. The key ideas
of the protocol are:

– Build multiple trees, one per class of service. Within a DiffServ multicast
scenario, multiple multicast forwarding trees may be found, one per Class of
Service (CoS), in order to comply with different per-class Quality of Service
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(QoS) requirements. The main objective of this work is to study the viability
and efficiency of such an approach.

– Implementation of a directed-tree based routing strategy, instead of a
reverse-path-tree one. We believe that reverse path routing is not adequate
to address Quality of Service Routing. Links are asymmetric in terms of the
quality of service they offer, which makes reverse path routing not suited to
implement QoS routing.

– Use both shared trees and source based trees. In PIM-SM the use of both,
shared and source based trees, is proposed. It allows nodes to initially join a
shared tree and then commute to source based trees if necessary. The same
idea is used in the proposed protocol.

Besides, the proposed protocol is aligned with current IP multicast model
since it allows that sources and receivers may join or leave at any time and no
previous group membership knowledge is assumed.

2.1 MCMRP Tree Construction Algorithm

First, a multiple shared tree mechanism is proposed in order to give receivers
the ability to join the group without knowing where the sources are located.

The multiple shared tree mechanism proposed is inspired in Protocol Indepen-
dent Multicast-Sparse Mode (PIM-SM)[7] with trees rooted at a Rendez-Vous
Point (RP) router. A shared tree per class of service available is needed, in order
to give sources the ability to start sending data in any class. It is assumed that
the total number of classes of service ”available” has a pre-established upper
limit and is small when compared to the number of participants. Data packets
originated by sources are sent towards the RP router, previously marked ac-
cording to source defined QoS parameters. The RP router forwards data packets
from sources through one of the shared trees, based on their class of service.
Receivers must connect to all of the RP shared trees when joining the group.
When a new receiver decides to join, the designated router sends an explicit
join request towards the RP router. The routers along the way between the new
receiver and the RP just forward the join request message and no sate informa-
tion is introduced in these routers. When the RP receives a join request message
from a new receiver it must send one join acknowledge message per class of
service. These messages must travel towards the new receiver through the best
unicast path per each class of service. Routers, along those paths, receiving such
acknowledge message may then update their routing tables in order to build
new multicast trees branches. Updating is done basically by registering with the
multicast routing entry for that tree, the acknowledge message’s incoming and
outgoing router interfaces.

The process of joining the shared tree in MCMRP is detailed in Figure 1,
where variables and flags have the same meaning as defined in PIM-SM[7]. In
the illustrated scenario there are two different classes of service (CoS = 1 and
CoS = 2) and router A (the designated router of the new receiver) issues a join
request message. The routing table entries have the same fields as the PIM-SM
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6. If not exists,  
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RPBit=1;SPTBit=0>

7. Send Join Ack    
Message to router 
A <Multicast 
Addr=G; Orig=C; 
Dest=A; CoS=1; 
WCBit; RPTBit>

Fig. 1. Shared Trees Set Up. Actions are numbered in the order they occur.

ones, and an extra one: the upstream neighbor in the tree. This field has been
introduced in order to implement the prune mechanism.

The multiple RP shared tree mechanism, presented so far, does not really
allow receivers to specify their own QoS requirements. Traffic flows from sources
to receivers through one of the shared trees, according only to the QoS param-
eters defined by sources. After a starting period a receiver may demand for a
reclassification of source multicast traffic. This issue cannot be accomplished by
a shared tree, but it may be met if the receiver joins a source-based tree. When
initiating the join to source procedure, the receiver should include in the join
request the desired Class of Service. It is up to the source to decide whether
or not to accept the join, knowing that when accepting a join, traffic in the
requested class of service must be generated. In this situation, each source may
face several distinct requests of several distinct receivers for different classes of
service within the same group. At the limit, for larger groups, there may be
requests for all classes. Even with this worst case situation scalability problems
do not arise because the total number of different classes will be much smaller
than the total number of receivers. In practice this implies one source-based tree
per class of service, unless some order relationship between the classes can be
established.
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When accepting a join for a new Class of Service, a source must generate an
acknowledge message, addressed to the corresponding receiver. This procedure
is similar to the one described for the construction of the shared trees. But in
this situation only one join acknowledge message is generated per join request.
Two different situations may occur. The receiver may decide to switch to a
source based tree in the same class used by the source, or it may want to switch
to a source based tree requesting a different class of service. In the first case,
when a router in the path between the source and the receiver receives the join
acknowledge message, if it is not already in the source based tree it must create
a (i,S,G) entry and copy the outgoing interfaces list from the (i,*,G) entry
to the outgoing interfaces list of the (i,S,G) new entry. This is because, in the
future, packets from source S will be forward based on this new entry. Besides,
when a router lying between the source and the receiver starts to receive data
from that source, it must issue a prune of that source on the shared tree of
that class. This prune indicates that packets of the class of service i from this
source must not be forwarded down this branch of the shared tree, because
they are being received by means of the source based tree. This mechanism is
implemented by sending a special prune to the upstream neighbor in the shared
tree of the class i. When a router at the shared tree of the class i receives this
type of prunes, it creates a special type of entry (an (i,S,G)RPT-bit entry)
closely like a PIM-SM router. In MCMRP the outgoing interface list of the
new (i,S,G)RPT-bit entry is copied from the (i,*,G) entry and the interface
deleted is the one being used to reach the node that had originated the prune,
which may not be the arriving interface of the prune packet. This is because in
MCMRP there are directed trees not reverse path ones. These (i,S,G)RPT-bit
entries must be updated too when a join acknowledge message arrives in order
to allow the join of a new receiver on a shared tree with source-specific prune
state established.

When a receiver decides to join a source requesting a different class of service,
the process is different. When a new (i,S,G) entry is created, the outgoing
interface list should not be copied from the (i,*,G) entry, because in this case
the other receivers connected through the corresponding shared tree still want
to receive data packets in the source’s default class of service. For the same
reason these entries should not be updated when a posterior join to shared tree
acknowledge message is received. In addition, the ”prune of source in the shared
three” mechanism must be triggered by the Designated Router when it receives
the join acknowledge message. The prune messages must be sent to the shared
trees of all classes except to the shared tree of the class for which the receiver
commuted. This is because the receiver will start to receive the source’s packets
through the source tree in the desired class, so it can not continue to receive it
by the shared tree of the source’s default class of service.

The process of switching from the shared tree to a source based tree in
MCMRP is detailed in Figure 2. In the illustrated situation the receiver de-
cides to switch to a source based tree in class of service 1 (CoS = 1), supposing
the source’s default class of service is 2.
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Fig. 2. Switching from Shared Tree to Source Based Tree

3 Multi-class Based Multicast Routing Protocol
Implementation

MCMRP implementation is based on Directed Trees Multicast Protocol
(DTMP). DTMP [8] is a multicast routing protocol that builds directed trees
instead of reverse-path-ones. A complete description of this protocol, with im-
plementation details and comparative results with PIM-SM may be found in [8].
DTMP uses both shared trees and source based trees, like PIM-SM, in order
to get the advantages of the both strategies. It is suited for use in asymmetric
networks where link costs between any two nodes are different in each direction.

Another major element of MCMRP is the unicast routing protocol in use.
Although MCMRP is independent of the underlying unicast routing protocol, it
must be a multi-class enabled unicast routing protocol. In other words, the uni-
cast routing protocol must be able to find the unicast routes that can meet the
QoS requirements of each Class of Service. In order to build a new tree branch
for each Class of Service the multicast routing protocol will search the unicast
routing table for the unicast path that is more adequate to satisfy the QoS
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requirements of each class. To accomplish this new feature, a new unicast routing
protocol called CoSLSP (Class of Service Link State Protocol) was implemented.

CoSLSP aims to provide a class based unicast routing mechanism. The basic
idea is to find one route per class-of-service, able to satisfy the QoS require-
ments of that class. Apart from the goal of satisfying the QoS requirements of
each class, this protocol also addresses the problem of optimizing network utiliza-
tion. Therefore, instead of computing just the routes that might meet the QoS
requirements of each class, CoSLSP tries to find the shortest path that might
satisfy those requirements. It is a unicast link-state protocol that uses a modified
Dijkstra algorithm capable of finding the shortest path routes, if they exist at
all, that can meet the QoS requirements of different classes of service. In few
words: the path calculation algorithm starts by finding the shortest path, whose
feasibility is then verified against the QoS requirements. If infeasible, the next
shortest path is then iteratively verified, until a feasible path is found or a con-
figured threshold is reached. In this way, a different route is found for each class
of service and it is installed in the routing table. The packet forwarding process
has been modified too in order to lookup for the appropriate route depending
on the class of service of each packet.

CoSLSP has been implemented and evaluated with Network Simulator (NS-
2)[9]. The simulations results show that CoSLSP in case of network congestion is
able to find ”better” routes in respect to the QoS metrics of each class of service.

4 Simulation Analysis

NS[9] has been used in order to simulate MCMRP and its results have been
compared with a PIM-SM implementation. In our simulations we used MCMRP
with CoSLSP, and an implementation of PIM-SM with LS (a link-state unicast
routing protocol implementation included in NS-2 distribution).

To evaluate MCMRP we used two different metrics. To measure the quality
of the multicast trees built by MCMRP we used a metric combining the number
of data packet replicas with the cost associated to each link traversed by each
packet. The second thing we intend to measure is the gain of using class-of-
service multicast routing. For this purpose we used the average packet drops
occurred in the flows of each class-of-service.

4.1 Simulation Scenarios

The topology used in a simulation scenario is a typical large ISP network[10]. It
includes 36 nodes, 18 of them are core nodes, and the other 18 are edge nodes.
Each of the core nodes is connected with one edge node by a symmetric link with
the cost 1. The core nodes are inter-connected with each other by 30 asymmetric
links. There are different alternative paths with different costs between any pair
of core nodes. Link costs are integers randomly chosen from the interval [1, 10].

Three different classes of service with different QoS requirements in terms
of losses were considered. Class 1 does not support any losses, class 2 supports
well 25% of losses and finally class 3 can deal with 50% of losses. Each link
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has 3 physical queues (one per class) and two virtual queues corresponding to
two different drop precedences. All queues are configured exactly in the same
way in order to prevent inside node differentiation. Therefore the only class
differentiation that can occur is caused by the action of the routing protocol.

For each simulation run, only one group is considered and the RP is randomly
chosen within the set of all nodes. There are four fixed sources and each source
generates traffic in a class-of-service randomly chosen. It is assumed that a single
receiver is connected to each edge node in the topology and that all edge nodes
have one potential receiver attached. At the beginning of the simulation there
are no receivers joining the group. After an initial period, 9 receivers start to join
the group building three shared trees rooted at RP, one per class of service. After
all the receivers have joined 8 receivers randomly chosen, join the four different
sources requesting a class-of-service randomly chosen too. This scenario is then
kept till the end of the simulation. Before the simulation ends, all the receivers
leave the group.

4.2 Simulation Results

Simulations results are presented in Figures 3 and 4, The results shown reflect
the computed average after 100 independent simulations.

Figure 3 show the characteristics of the trees built with the two protocols
(MCMRP and PIM-SM). The curves presented in Figure 3a, show the average
tree cost in function of number of receivers. The tree cost is measured in term of
number of replicas times the link cost. The curves presented in Figure 3b, show
the total number of links in the topology that are involved in the multicast trees
as a function of number of receivers.

The results shown in 3a bring to evidence that MCMRP constructs trees with
lower costs than those created by PIM-SM. This is because MCMRP builds
directed trees instead of reverse path trees. Note that CoSLSP does not choose
the best unicast routing path, it chooses the best unicast path that can meet the
QoS requirements of each class-of-service. Even with this characteristic the trees
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built by MCMRP are better in terms of total costs than trees built by PIM-SM.
In addition, observing figure 3b we conclude that MCMRP is able to build better
trees than PIM-SM without enlarging their size.

Figure 4 shows the average packet drops suffered in function of number of
receivers. Figures 4a, 4b, 4c show the average packet drops occurred in the flows
of each class of service when using the two protocols (MCMRP and PIM-SM).
Figure 4d shows the results obtained for all the three classes, in terms of packet
drops per flow, when using MCMRP.

These results demonstrate that when MCMRP is used a considerable less
amount of drops is verified. This is because MCMRP try to find routes less con-
gested when links became bottlenecks. In addition results show that MCMRP
routing strategy promotes the expected differentiation between classes. Observ-
ing figure 4d we conclude that the average packet drops suffered by class 3 is
greater than the average packet drops suffered by class 2 and the average packet
drops suffered by class 2 is greater than the average packet drops suffered by
class 1. This is because class 1 have the highest QoS requirements, followed by
class 2 and finally class 3 is the least demanding one.
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5 Discussion

A new protocol is presented in this paper, MCMRP - a multicast routing proto-
col that implements multi-class based multicast routing, to be used in a DiffServ
environment. Because class differentiation is inherently unidirectional, we pro-
pose the usage of source and shared directed trees instead of typical reverse path
forwarding ones. The heuristic is based upon explicit join acknowledges sent by
either source or RP routers in response to explicit join requests sent by receivers.

MCMRP has been implemented and tested with Network Simulator. The
simulations results show that in presence of asymmetries within the network
the MCMRP is a promising approach, enabling the establishment of directed
multicast distribution trees with significant lower tree costs than either shared
and source based trees created by PIM-SM. In addition, MCMRP, is able to find
”better” trees in respect to the QoS metric of each class of service.
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Abstract. Conventional Multicast transport protocols do not include a
dynamic mechanism for group management according to the join/leave
of receivers and for the modification of membership information. Also,
these protocols need the QoS management function that process various
QoS requests from each user in the multicast group. In this paper, we
propose a reliable multicast session management protocol called Multi-
cast Session Management Protocol(MSMP). It provides efficient group
management function and QoS management functions to support a reli-
able multicast group communication.The MSMP is an application-layer
control protocol for managing QoS and security. The MSMP would be
designed to provide the IP multicast-based multimedia applications with
a QoS management required for the group multicasting such as QoS mon-
itoring and reporting, key distribution, and key management for cryp-
tographic groups, etc. The MSMP will operate over the conventional
transport protocols and/or ECTP, and can be used as a control protocol
together with the Group Management Protocol(GMP).

1 Introduction

The continuous development of Internet increases demands for efficient and se-
cure network technologies which can cope with various problems introduced
by latest emerging applications. Multicast protocols are emerging sets of tech-
nologies and standards that provide efficient delivery of data from a sender to
receivers in a group. It reduces the transmission overhead of a sender, the net-
work bandwidth usage, and the latency observed by the receivers. Even though
multicast communications require a dynamic membership management function
for the change of membership information, most existing multicast transport
protocols do not have a strictly coupled mechanism for a group management.
In this paper, we design the multicst session management protocol for a reliable
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multicast group communication. The structure of the paper is as follows. In the
section 2, we propose the Multicast Session Management Protocol(MSMP). In
the section 3, we describe the design principles for MSMP. In the section 4, and
the section 5, we describe the session management and the QoS management of
MSMP. Lastly, we describe the traffic variation comparison and conclusion.

2 Proposal of Multicast Session Management Protocol

We propose the Multicst Session Management Protocol(MSMP) for a reliable
multicast group communication. The MSMP needs the following motivations
and the requirements for MSMP

2.1 Increasing Demand of QoS and Security for Multicast
Applications/Services

The legacy multicast transport protocols do not include a dynamic mechanism
for group management and QoS management according to status of receivers and
for the modification of membership information. According to increasing demand
of multicast applications/services, these applications/services need the QoS man-
agement that provides various QoS requests from each user in the session.

2.2 Requirements for MSMP

To provide the session management for multicast group communication, the
MSMP shall be designed with the following requirements:

(1) Functionality of managing the sessions: Basically, the MSMP is pur-
posed to provide the session management functions for the multicast appli-
cations/sessions. The session management function to be provided by MSMP
includes the QoS management such as QoS monitoring, and reporting for main-
tenance. The MSMP could take information about the session creation and
the membership status from GMP[1]. Based on the information from GMP,
the MSMP could monitor the membership status and inform the members of
the change of QoS level.

(2) Easy integration of legacy multicast applications with MSMP: The MSMP
is a new control protocol in application layer to support QoS management func-
tion for managing the multicast session. Accordingly, all of the existing legacy
multicast applications should be able to be used together with the MSMP, with-
out any further modifications. That is, it should be guaranteed that the MSMP
can be used along with any legacy multicast applications.

(3) Separation of MSMP control channel from the application data channel: To
support the requirement of the easy integration of legacy multicast applications,
the MSMP needs to operate as a control channel, separately from the application
data channel. Accordingly, the MSMP may itself be implemented as a control
module of library, which could be used by any application programs. When the
multicast data application needs a QoS management functionality provided by
the MSMP, the application could be implemented by the appropriately using
the application programming interfaces (APIs) defined in the MSMP control.
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3 Design Principles

The MSMP is an application-layer control protocol used for control and man-
agement of multicast sessions. The MSMP shall be designed with the following
principles.

(1) Separation of control channel and data channel: The MSMP could operate
and be implemented separately from the conventional multicast applications.
That is, the MSMP will be implemented as a control protocol and thus it could
be used by the multicast application programs.

(2) Support of QoS for a reliable session: The MSMP shall be designed to
support the monitoring of the QoS level of the active session participants. If the
change of QoS level is perceived, the MSMP server will inform the participants
of the change of QoS level. The monitored information is also used in the QoS
maintenance. QoS maintenance is performed to maintain the desired QoS level
and to prevent the connection quality from being degraded below the negotiated
QoS level. The MSMP will support the reliable session with QoS management
such as QoS monitoring, reporting, and maintenance.

3.1 MSMP Overview

The MSMP is an application-layer control protocol for managing a quality of
service for a group session. The MSMP would be designed to provide the IP
multicast-based multimedia applications with a QoS management required for
the group multicasting such as QoS monitoring and reporting. The MSMP will
operate over the conventional transport protocols and/or ECTP, and can be
used as a control protocol together with the GMP. Generally it is assumed that
there are one MSMP server, one session creating client(or Session Creator), and
one or more session participating clients(or Session Participants).

The MSMP supports a reliable integrated service for multicast group commu-
nication. This MSMP consists of a session management and a QoS management
function. The Session management function is defined in the session manage-
ment of Group Management Protocol, GMP. The Session management function
in MSMP supports the QoS Values for QoS management. The QoS management
function provides a stable management of QoS requirement for group members.

3.2 Protocol Model

Figure 1 shows the MSMP control protocol together with the legacy multicast
application and the GMP. In the Figure 1, the GMP server provides the MSMP
server with the session information and the membership information. Based on
thr information, the MSMP server provides the session management and the
QoS management to the participants in the session.

Figure 2 shows the protocol stack of the MSMP. As shown in the Figure 2, the
MSMP could operate over ECTP[2]. The MSMP will give an API to the GMP
to exchange information about the session and membership. Also, the MSMP
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Fig. 1. MSMP, GMP, and Multicast Applications

Fig. 2. MSMP Protocol Stack

will provide the MSMP functionality to the multicast applications using API.
These APIs will be defined in the MSMP control.

The RSVP[3] supports the QoS for a multicast communication but the RSVP
is limited for managing the group membership. Also, the GMP supports the
group management but the GMP doesn’t support the QoS for multicast group
communications. Therefore, we need to manage the group management together
with the QoS management for multicast group communications. The MSMP
should coordinate the group management and the QoS management.

4 Session Management of MSMP

Session Management(SM) function may be achieved in eight distinct phases:
creation, announcement, registration, enrollment, activation, de-registration, de-
enrollment, and de-activation.[12] A particular client, called a session creator,
creates a session. Then, SM updates the session list. The session creator will send
a Session Creation Request message to the server with an initial QoS values. If
accepted, the session creator will receive the Session Creation Accept message
from the server. Then the session creator will send the detailed session informa-
tion to the server and receive the confirmation message with a modified and more
specified QoS values. If the session can not be created or the session creator does
not have the necessary rights, then the Session Creation Reject message will be
returned.

After successful session creation, the server will announce the new session to
the clients with the more specified QoS parameter values. The announcement
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may be done by e-mail, web posting, and so on. From this point on, those clients
may register in multicast groups. A client may register for the session, considering
those QoS parameter values. After successful registration, the client belongs to
the registered group.

When the session starts, the session’s registered members will start a group
application to send and receive session data. At this time, all preparations for the
data transfer and group management are accomplished. The session’s registered
group member belongs to the enrolled group. When the session creator sends
a connection request to the enrolled members with a proposed QoS parameter
values, the QoS management is then activated.

4.1 Session Creation

Session creation is effected by a session creator, who will define and charac-
terize the session with an initial QoS parameter values including media type,
application type, additional information, and so on. A Session Creator defines
and characterizes a session an initial QoS values and sends a Session Creation
Request message to the session server with initial QoS parameter values such
as throughput, delay, jitter, and loss. A Session Creation Request message is a
more request asking whether a new creation is possible or not. Considering the
multicast environment and its application, the server may allow a new session
creation by replying with a Session Creation Accept message. Then, the Session
Creator will send detailed session information with more specified QoS param-
eter values in Session Creation Information message, which may include media
type, application type, etc. The server will acknowledge successful session cre-
ation with a Session Creation Confirm message and then update its session list
and the QoS parameter values.

4.2 Session Registration

Session registration is to select a session and to let the server and creator know
the intention of the participation. After successful the session creation, a session
client may register for a session. A session client will select a session and send
the Session Registration Request message considering the announced QoS pa-
rameter values to the server. The server will simply add the requesting client to
the Registered Group Membership list and reply to the requestor with Session
Request Accept message. After successful the registration, the client belongs to
the registered group.

4.3 Session Enrollment

Session enrollment is the state where communication is possible among the Ses-
sion participants and the session creator. Session participants, including the
session creator, should send the Session Join Request message with own QoS pa-
rameter values. The server will arbitrate the QoS parameter values considering
the number of the enrolled members. Those arbitrated QoS parameter values will
be used for a session creator to decide the QoS parameter values for a transport
connection.
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5 QoS Management of MSMP

QoS Management may have four operation such as the QoS Arbitration, the
QoS Reporting to maintained QoS, and the QoS Announcement for the late-
join. The MSMP server sends the QoS parameter values to the session creator.
The session creator will acknowledge with the arbitrated QoS parameter values
to the MSMP server. The MSMP server sends the QoS Reporting request to the
senders periodically to maintain a QoS status. In the late join case, a participant
will send the QoS value request in order to get QoS information. The MSMP
server will reply with the QoS value response witch includes QoS parameter
values.

5.1 QoS Arbitration

The MSMP Server will send the QoS Setting Request message to the session
creator to let the session creator to reserve the resource. The QoS Setting Request
message includes QoS parameter values such as throughput, delay, delay jitter,
and loss rate which are previously arbitrated. After receiving the QoS Setting
Request from the server, the session creator arbitrates the QoS parameter values.
The session creator will acknowledge with the final arbitrated QoS parameter
values to the MSMP server via QoS Setting Response message.

5.2 QoS Reporting to Maintained QoS

The MSMP server maintains the QoS parameter values using the periodic QoS
Reporting. The MSMP server sends the periodic QoS Reporting Request mes-
sage to the session creator and participants who may send the multicast data
along the multicast control tree. Each sender will acknowledge with own QoS
parameter values via the QoS Reporting Response message. The MSMP server
keeps updated the QoS parameter values.

5.3 QoS Announcement for the Late-Join

In the late join case, the late-joiner will send the QoS Value Request message
in order to get QoS parameter values on-going session. The MSMP server will
reply with the QoS parameter values via QoS Value Response message.

6 Test of the MSMP

In this paper, we experiment using 8 PCs on Linux kernel version 2.4.22, the
kernel version provided by Red Hat Linux version 9.0. The pc-router has two
network interface cards. one(eth0) is the 100mbit NIC and the other card(eth1)
is the 10mbit NIC. Also, we use the ”MpegTV Player version 1.0”[10] for the
MSMP client’s multicast application. Figure 3 shows the testbed for MSMP in
our work.
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Fig. 3. Testbed for MSMP

6.1 Experimental Results

We experiment with two scenarios. In the first scenario, we used the ”MpegTV
Player” as the multicast application and in the second scenario, we used the
”MGEN packet generator”[11] as the multicast application. In this scenario, the
session creator is to send the multicast data traffic to group members, receiver1,
receiver2, and receiver3. It means sender, receiver1, receiver2, and receiver3 are
enrolled group members. Each of them is in enrolled state. In this case, there
is no a background traffic. In the state of enrolled session, the MSMP server
and the session creator finalize the arbitrated QoS values. After that the session
creator will reserve the resource using PATH and RESV message in RSVP among
enrolled group members.

Figure 4 shows the multicast data traffic originated from the sender to re-
ceivers using those QoS parameters which are arbitrated QoS values. The traffic
source is the MpegTV Player. We monitored the multicast data traffic using
the application, ”Tele Traffic Tapper, TTT”[9]. In the Figure 4.(a), the multi-
cast traffic is guaranteed by 1.6Mbps. However, Figure 4.(b) is the case that the
QoS management is not applied. It shows that the QoS not guaranteed. Our
implementation of MSMP with RSVP[3] works properly.

Figure 5 shows the throughput of the multicast data traffic at receiver1. Figure
5.(a) shows the throughput of the multicast data traffic using the QoS manage-
ment with RSVP. Figure 5.(b) shows the throughput without the QoS manage-
ment. From this, we can see that there is no big difference between two cases.
That means there is no big difference under there is no background traffic.

In the second case, there is the background traffic. We used ”MGEN packet gen-
erator” as the multicast application instead of ”MpegTV Player”. In this scenario,
the session creator will send the multicast data traffic to group members, receiver1,
receiver2, and receiver3, while the host1 sends a background traffic to host2.
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Fig. 4. Multicast data Traffic with using RSVP

Fig. 5. Multicast data Traffic with using RSVP

Figure 6.(a) shows the multicast data traffic using the QoS management func-
tion with RSVP using those arbitrated QoS values. The red dot line is the mul-
ticast data traffic and the black dot line is the background traffic. In the Figure
6.(a) the multicast traffic is guaranteed by 5Mbps in spite of another obstruction
traffic. Figure 6.(b) shows the multicast data traffic without the QoS manage-
ment function. The green solid line is the multicast data traffic and the pink
line is the background traffic. However, in the Figure 6.(b), the Multicast data
traffic doesn’t keep the data rate because of another background traffic.

Figure 7 shows the throughput of the multicast data traffic at receiver1. Figure
7.(a) shows the throughput of the multicast data traffic using the QoS manage-
ment with RSVP. Figure 7.(b) shows the throughput without the QoS manage-
ment. Figure 7.(a) shows that the Multicast data traffic keeps the token rate
in the flowspec of RESV message while the Figure 7.(b) shows that multicast
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Fig. 6. Multicast data Traffic with using RSVP

Fig. 7. Multicast data Traffic with using RSVP

data traffic degraded at receiver1. From this, the MSMP provides a reliable QoS
service to the group members.

7 Conclusion

GMP provides a session management and membership management, but GMP
does not support any QoS management function. In this paper, we proposed and
designed the multicst session management protocol for a reliable multicast group
management protocol. The MSMP provide the multicast session management
and the QoS management for a multicast group session. We use RSVP to apply
the QoS management for MSMP. In this paper, we show traffic variation in two
senarios.

For the future works, We should evaluate the performance in the case of
late-join and leave and measure the performance for the time such as delay and
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delay jitter. We should evaluate the performance according to the Group-Key
management for a secure service for the multicast group communication.

References

1. ITU-T Rec.X.602—ISO/IEC 16513, Group Management Protocol (2004)
2. ITU-T Rec.X.606—ISO/IEC 14476-1, Enhanced Communications Transport Pro-

tocol: Specification of simplex multicast transport (2002)
3. Braden, R., Zhang, L., Berson, S., Herzog, S., Jamin, S.: Resource ReSerVation

Protocol (RSVP) - Version 1 Functional Specification (1997)
4. Hubert, B., et al.: Linux Advanced Routing & Traffic Control HOWTO (2003)
5. Handley, M., Floyd, S., et al.: The Reliable Multicast Design Space for Bulk Data

Transfer RFC 2887
6. McCloghrie, K., et al.: Internet Group Management Protocol MIB, RFC2933 (Oc-

tober 2000)
7. Fenner, W.: Internet Group Management Protocol, Version 2, RFC2236 (November

1997)
8. Ethereal, http://www.ethereal.com
9. Tele Traffic Tapper version,

http://www.csl.sony.co.jp/person/kjc/software.html

10. MpegTV Player, http://www.mpegtv.com
11. Multi-Generator(MGEN), http://cs.itd.nrl.navy.mil/work/mgen/index.php
12. ITU-T Rec.X.601, Multi-Peer Communications Framework

http://www.ethereal.com
http://www.csl.sony.co.jp/person/kjc/software.html
http://www.mpegtv.com
http://cs.itd.nrl.navy.mil/work/mgen/index.php


Providing Full QoS with 2 VCs in High-Speed
Switches�

A. Mart́ınez1, F.J. Alfaro1, J.L. Sánchez1, and J. Duato2

1 Departamento de Sistemas Informáticos, Escuela Politécnica Superior
Universidad de Castilla-La Mancha, 02071 - Albacete, Spain

{alejandro,falfaro,jsanchez}@dsi.uclm.es
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Abstract. Current interconnect standards propose 16 or even more vir-
tual channels (VCs) for provision of quality of service (QoS). However,
VCs increase the complexity of the switch and the scheduling delays.
In a previous paper, we have shown how to use only two VCs for full
QoS support at the switches. In this paper, we explore thoroughly two
alternative switch designs that take advantage of this reduction. We an-
alyze their feasibility in a single chip implementation and show that they
get a noticeable performance while greatly reducing the cost and power
consumption of the network.

1 Introduction

There are many proposals for quality of service (QoS) support in high-speed
interconnects. Most of them incorporate 16 or even more virtual channels (VCs),
devoting a different VC to each traffic class. In most of the recent switch designs,
the buffers are the most silicon area consuming part.

To build the 64-port MIN, we need 48 switches and 192 links when using the
8-port switch designs (Traditional 8 VCs, Traditional 2 VCs, and New 2 VCs-
B cases). The final cost of the interconnect greatly depends on the number of
switches used, while the power consumption comes mostly from the transceivers
needed to drive the links, and thus, depends on the actual number of links [1].
Note that with the New 2 VCs-P switch model, it takes just 16 switches (67%
less than the traditional case) and 128 links (33% less than the traditional case)
to build the 64-port MIN. This greatly reduces the cost and power-consumption
of the network.

The buffers at the ports are usually implemented with a memory space orga-
nized in logical queues, which consist of linked lists of packets, with pointers to
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manage them. Therefore, the complexity and cost of the switch heavily depend
on the number of queues at the ports. For instance, the crossbar scheduler has
to consider 8 times the number of queues if 8 VCs are implemented (greatly
increasing the area and power consumed by this scheduler). Then, a reduction
in the number of VCs (and in the required buffer space) necessary to support
QoS can be very helpful in the switch design and implementation.

In [2] we have proposed a strategy to use just two VCs at each switch port
for the provision of QoS that obtains similar results as if we were using many
more VCs. This is achieved by respecting at the switches some of the scheduling
decisions made at network interfaces. Moreover, to provide guarantee even to
the low-priority flows and to prevent starvation, a connection admission control
(CAC) is used. In this way, at no link the load of regulated traffic will be higher
than the available bandwidth.

In this paper, we throughly explore two alternative switch designs that take
advantage of this reduction and we evaluate them with different traffic models.
Simulation results show that our proposal provides a very similar performance
compared with a traditional architecture with many more VCs both for the
QoS traffic and for the best-effort traffic. Moreover, comparing our technique
with a traditional architecture with 2 VCs, our proposal provides a significant
improvement in performance for the QoS traffic, while for the best-effort traffic,
the traditional model is unable to provide the slightest differentiation.

There are several differences between this study and the one at [2]. The first is
that here we have made a thorough study of silicon area consumption by switch
components taking into account the total silicon area available. Moreover, we
also propose a chip design that takes advantage of the reduction of VCs. In
addition to this, we offer quantitative results concerning the advantages of using
our proposal, in terms of component count and power consumption. Finally, in
[2] we considered a theoretical model for scheduling times, while here we take
an approach based on the actual ASIC design of the switch.

The remainder of this paper is structured as follows. In the following section
the related work is presented. In Section 3 we present our strategy to provide QoS
support with only two VCs and we study its hardware implications. The details
on the experimental platform are presented in Section 4 and the performance
evaluation in Section 5. Finally, Section 6 concludes this study.

2 Related Work

During the last decade several switch designs with QoS support have been pro-
posed. All of them incorporate VCs in order to provide QoS support. InfiniBand
was proposed in 1999 both for communication between processing nodes and I/O
devices and for interprocessor communication. InfiniBand Architecture (IBA) [3]
proposes three main mechanisms to provide the applications with QoS, including
the use of up to 16 VCs.

PCI Express Advanced Switching (AS) architecture is the natural evolution of
the traditional PCI bus [4]. It defines a switch fabric architecture that supports
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high availability, performance, reliability, and QoS. AS ports incorporate up to
20 VCs that are scheduled according to some QoS criteria.

These proposals, therefore, use a significant number of VCs to provide QoS
support. However, if a great number of VCs are implemented, it would require a
significant fraction of silicon area and would make packet processing slower. Note
that this paper deals with single-chip switches, where the buffers, the crossbar,
and the scheduler are inside the same chip, in order to be able to provide the
low latency necessary in current high-performance networking.

Traditional 2 VC proposals distinguish between just two broad categories
(regular and premium) [5]. In contrast, the novelty of our proposal lies in the
fact that, although we use only two VCs at the switches, the global behavior of
the network is very similar as if the switches were using many more VCs. This is
because we are respecting at the switch ports the scheduling decisions performed
at the network interfaces, which have as many VCs as traffic classes. In the end,
the network provides a differentiated service to all the traffic classes considered.

3 Providing Full QoS Support with Only Two VCs

In [2] we have proposed a new strategy to use only two VCs at each switch port
to provide QoS. It achieves similar performance results to those using many more
VCs. We review this proposal in this section.

Supporting a large number of queues in a switch is not easy. This affects the
scheduling performed to configure the crossbar and the arbitration at the output
ports. We are referring to classical unbuffered crossbars. However, a different
switch architecture exists, that uses buffered crossbars [6]. In this case, the buffer
space is neither at the inputs nor the outputs of the switch, but distributed at
the crosspoints of the crossbar. When using this design, supporting many queues
is even more difficult, since the space at the crosspoint buffers is very limited and
to implement many queues is not possible. Moreover, in both crossbar types, the
control data structures needed for managing the queues consume silicon area
and switch control unit cycles. Therefore, proposals of 8 or 16 VCs for QoS
support are very rarely implemented and, as we mentioned before, the trend is
to increase the number of ports per switch, instead of the number of VCs.

Traditionally, network designers have overdimensioned the network in order to
provide an acceptable QoS. However, this solution is becoming less and less inter-
esting since the network is becoming the most expensive and power-consuming
part of the system [1].

The key idea of our proposal is based in this observation: Assuming that the
links are not oversubscribed, all the traffic flows through the switches seamlessly.
Therefore, the basic idea of our proposal consists in using only two VCs at the
switch ports. One of these VCs is used for QoS packets and the other for best-effort
packets. Moreover, we propose to use a connection admission control (CAC) to
guarantee that QoS traffic will not oversubscribe the links and we give QoS traffic
absolute priority over best-effort traffic, which is not subject to the CAC.

Moreover, the network interfaces are responsible for injecting traffic of the
different classes applying any desired algorithm. At the same time, the switches
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reuse this scheduling. This is the cornerstone of our proposal: To reuse at the
switches the scheduling decisions taken at the host interfaces.

We assume that a static priority criterion exists to order packets. In this way,
every packet would be stamped with a priority level (typically, 8 or 16 levels).
This is necessary because packets arriving at the switches come in the order
specified by the interfaces, and the switch has to merge these packet flows at the
output ports. The way of performing this is very simple: The scheduler takes
into account the service level of the packets (8 or 16 priorities), not just if they
are at the QoS or best-effort VC. This is not very complex because very efficient
priority encoder circuits have been proposed [7]. On the other hand, from the
scope of these priority assignments, the packet ordering established at network
interfaces does not need to be changed at any switch in the path because queuing
delays for QoS traffic will be short.

Obviously, the network interface can only arbitrate among the packets it holds
at a given moment. Therefore, when no more high-priority packets are available,
a low-priority QoS packet can be transmitted. If this packet has to wait at
a switch input queue, and other packets with higher priority are transmitted
from the network interface, they would be stored in the same VC as the low-
priority packet, and would be placed after it in the queue. Thus, the arbiter
would penalize the high-priority packets, because they would have to wait until
the low-priority packet is transmitted. But this situation has a small impact
on performance because there is bandwidth reservation for QoS packets. This
means that all the QoS packets will flow with short delay.

Remember that, although we assume that QoS traffic does not oversubscribe
any link, no assumption is made about best-effort traffic. However, the network
interfaces are still able to assign the available bandwidth (the one not consumed
by QoS traffic) to the best-effort traffic in the configured proportions. In this
way, they can still take into account the QoS requirements of this kind of traffic.
Obviously, this is a coarse-grain QoS provision. If stricter guarantees were needed
by a particular flow, it should be classified as QoS traffic.

Note that this proposal does not aim at achieving a higher performance but,
instead, at drastically reducing buffer requirements while keeping the perfor-
mance and behavior of systems with many more VCs. In this way, a sophisticated
QoS support could be implemented at an affordable cost.

Summing up, our proposal consists in reducing thenumber ofVCs at each switch
port needed to provide flows with QoS. Instead of having a VC per traffic class, we
propose to use only two VCs at switches: One for QoS packets and another for best-
effort packets. Moreover, the scheduling decisions performed at network interfaces
are reused at switches. In order for this strategy to work, we guarantee that there
is no link oversubscription for QoS traffic by using a CAC strategy.

3.1 Implementation Considerations

In order to find out the advantages of using our approach, we have evalu-
ated the cost of implementing the switch both with the 8 VCs (one per traf-
fic class) and with just 2 VCs. In both cases, we have considered a combined
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Table 1. Area consumption by components

16 ports - 2 VCs 8 ports - 8 VCs
Module Tech. 0.18 µm Tech. 0.13 µm Tech. 0.18 µm Tech. 0.13 µm

Buffers 64 mm2 32 mm2 64 mm2 32 mm2

Xbar and datapath 10 mm2 5 mm2 5 mm2 3 mm2

Scheduler 5 mm2 3 mm2 10 mm2 5 mm2

Total 79 mm2 40 mm2 79 mm2 40 mm2

input-output queuing architecture, because it is a common design for high-
performance switches. Note that all the switch components must be implemented
into a single chip, in order to be able to provide the low latency necessary in
high-performance networking.

We have considered two switch designs in this section. The first benefits from
our proposal and uses the saved silicon area to implement additional ports at
the switch. In this case, the switch would have 16 ports. The other design would
be a traditional 8 VCs switch, where only 8 ports would be possible.

The components we have considered for this study are the ports (mainly buffer
space with some additional logic), the crossbar, and the scheduler. We have taken
the design constraints like packet format, routing, and so on, from the PCI AS
specification [4]. Table 1 shows area estimates for each module for two different
technologies: 0.18 and 0.13 µm.

The internal clock of the system is 250 MHz and the datapath is 64 bits wide.
This provides a speed of 16 Gbits/s, which is twice the speed of the external
links. That means there is an internal speed-up of 2.0.

The buffers are 16 Kbytes per port with our proposal (which are shared be-
tween the two VCs, 8 Kbytes each) and 32 Kbytes per port in the 8 VCs case
(4 Kbytes each VC), both as a compromise between silicon area and perfor-
mance. The memory area estimates are based on datasheets of typical ASIC
(Application-Specific Integrated Circuit) technologies available to European Uni-
versities. These numbers include the input and output buffers.

The crossbar and datapath estimates come from the actual numbers of the
switch design in [8]. Finally, we base our estimates for the scheduler area on the
data provided by McKeown at [9]. The increased area for the scheduler in the 8
VCs design takes into account the queues needed if 8 VCs are implemented (64
queues, 8 VCs multiplied by 8 output ports). The 2 VCs design needs half of the
queues (32 queues, 2 VCs multiplied by 16 output ports).

Note that usually there is not a full utilization of the available area in an ASIC
design and, therefore, the final chip would be larger. In order to find out more
accurate estimates, all the design flow should be performed. However, these area
estimates are very helpful to compare the alternative architectures.

Finally, we could also implement an 8-port switch design using our proposed
2 VCs, but with increased buffer space. It would be very similar to the 8 VCs
design we have described, but just 16 queues per input port would be necessary
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(2 per output port). In the performance evaluation section we will evaluate both
alternatives for applying our proposal, compared with more traditional solutions.

4 Simulation Conditions

In this section, we will give details on the simulated network architecture and
the load used for the evaluation.

4.1 Simulated Architecture

We have performed the tests considering four cases. First, we have tested the
performance of our proposal, which uses 2 VCs at each switch port. It is referred
to in the figures as New 2 VCs. Note that, with our proposal, the network
interfaces still use 8 VCs. We have considered the two variants of this proposal
presented in Section 3.1, which are noted New 2 VCs-P (16 ports) and New 2
VCs-B (8 ports, but larger buffers per VC).

We have also performed tests with switches using 8 VCs. In this case, it is
referred to in the figures as Traditional 8 VCs. Finally, we have also tested a
traditional approach with 2 VCs, noted in the figures as Traditional 2 VCs. In
this case, the network interfaces also use 2 VCs. Therefore, we have two refer-
ences to compare the performance of our proposals, one being the lower bound
(Traditional 2 VCs) and the other the upper bound (Traditional 8 VCs). Tradi-
tional 2 VCs switches have the same number of ports than Traditional 8 VCs,
but they have 4 times more buffer space per VC, allowing a good performance
with bursty traffic.

The network used to test the proposals is a butterfly multi-stage interconnec-
tion network (MIN) with 64 end-points. The actual topology is a folded (bidi-
rectional) perfect-shuffle. We have chosen a MIN because it is a usual topology
for clusters. However, our proposals are valid for any network topology, includ-
ing both direct networks and MINs. No packets are dropped because we use
credit-based flow control between the switches at the VC level.

The CAC we have implemented is a simple one, based on average bandwidth.
Each connection is assigned a path where enough resources are assured. It guar-
antees that less than 70% bandwith is used by QoS traffic at any link. We also
use a load-balancing mechanism, which consists in assigning the least occupied
route among those possible. The parameters of the network elements used in
this performance study aretaken from PCI AS specification [4].

4.2 Traffic Model

In Table 2, the characteristics of the modeled traffic are included. We have
considered the traffic classes (TCs) defined by the IEEE standard 802.1D-2004
[10] at the Annex G, which are generally accepted for interconnection networks.
However, we have added an eighth TC, Preferential Best-effort, with a priority
between Excellent-effort and Best-effort.
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Table 2. Traffic injected per host

TC Name % BW Packet size Notes

7 Network Control 1 [64,512] self-similar
6 Audio 16.333 128 CBR 64 KB/s conn.
5 Video 16.333 [64,2048] 750 KB/s MPEG-4 trc.
4 Controlled Load 16.333 [64,2048] CBR 1 MB/s conn.
3 Excellent-effort 12.5 [64,2048] self-similar
2 Pref. Best-effort 12.5 [64,2048] self-similar
1 Best-effort 12.5 [64,2048] self-similar
0 Background 12.5 [64,2048] self-similar

The destination pattern of the traffic injected is based on Zipf’s law [11], as
recommended by the network processing forum switch fabric benchmark specifi-
cations [12]. In this way, there will be hot spots in the network.

The packets are generated according to different distributions, as can be seen
in Table 2. Audio, Video, and Controlled Load traffic are composed of point-to-
point connections of the given bandwidth. The self-similar traffic is composed
of bursts of 60 packets heading to the same destination, with the packets’ sizes
governed by a Pareto distribution and the periods between bursts modelled
with a Poisson distribution. With this distribution there is a lot of temporal and
spatial locality and should show worst-case behavior.

5 Simulation Results

In this section, the performance of our proposals is shown. We have considered
three traditional QoS indices for this performance evaluation: Throughput, la-
tency, and jitter. Note that packet loss is not considered because no packets are
dropped due to the use of credit-based flow control. We also show the cumulative
distribution function (CDF) of latency and jitter, which represents the probability
of a packet achieving a latency or jitter equal to or lower than a certain value.

Figure 1 shows the performance of QoS traffic. The average latency results are
very similar for the four architectures. On the other hand, we can also see the
CDF of latency and jitter at a normalized network load of 1.0. The Traditional
8 VCs case offers the best results. With our proposal, a small portion of the
packets see their latency increased, and thus, the jitter. However, this is a small
handicap compared with the benefits, as we will see later.

In Figure 2 we evaluate the best-effort traffic. In this case, the Traditional
2 VCs approach produces the same performance for all the TCs, which is an
inadequate behavior, because excellent-effort and preferential best-effort traffic
classes should have better performance. The reason for this inadequate behavior
is that in the Traditional 2 VCs model, all the best-effort classes look the same
for the schedulers at both the network interfaces and switches.

On the other hand, the arbiters using our technique take into account the
priority of the packets, although they share the same VC. For that reason, our
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Fig. 1. Results for QoS traffic classes
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Fig. 2. Throughput of best-effort traffic classes

proposals, which devote a single VC at the switches for all the best-effort TCs,
can provide a behavior similar to that of the Traditional 8 VCs approach, which
uses 4 VCs for the best-effort TCs.

The New 2 VCs-B offers the best performance because it provides the max-
imum flexibility in the use of the buffer space, while in the Traditional 8 VCs
case the same amount of memory is statically partitioned. On the other hand,
the New 2 VCs-P case offers a worse performance because the buffer space is
smaller.
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Fig. 3. Summary of the trade-offs of the New 2 VCs-P proposal, compared with the
Traditional 8 VCs case

Figure 3 summarizes the trade-offs of using our New 2 VCs-P proposal. As
can be seen, there is a very noticeable reduction in chip1 and link counts and,
therefore, in the associated power consumption of the interconnection network
(calculated from estimates of the ASIC chip design). On the other hand, the
global throughput achieved with bursty traffic is slightly lower (only a 10%
reduction), but the reduction on the component count would lead to a much
more cost-effective solution. Also note that the non-uniform traffic pattern for
best-effort traffic is very bursty: Throughput under more uniform traffic is higher
for both Traditional 8 VCs and New 2 VCs-P cases.

According to these results, we can conclude that our proposals can provide
an adequate QoS performance. The reduction of the number of VCs to just two
allows us to offer two alternative switch designs: The first keeps the expenses
but produces a higher global throughput by using more flexible buffers, and the
second greatly decreases the cost and power-consumption of the interconnec-
tion with a small degradation in performance (13% global throughput less than
Traditional 2 VCs with non-uniform traffic).

6 Conclusions

In [2] we presented a proposal to use only two VCs at each switch port to
provide QoS support. The first VC is used for QoS traffic and the other for
best-effort traffic. In this way, we obtained a drastic reduction in the number of
VCs required for QoS purposes at each switch port. In that paper, we showed
preliminary results using multimedia traffic in a uniform scenario, without a
clear study on how to apply this VC reduction.

This paper offers two novel designs for the switch that benefit from a reduction
on the number of necessary VCs to provide QoS. The first design increases the
global performance of the network against unbalanced traffic by using buffer
1 Remember that both New 2 VCs-P and Traditional 8 VCs switches take equivalent

sillicon area.
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space in a flexible way. The second design greatly reduces the component count,
and thus, the cost and power-consumption of the interconnection, at the cost of
a small degradation of performance. However, even under worst-case traffic, this
degradation of performance is worthy compared with the savings it brings.
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Abstract. Re-establishment of the QoS after a Mobile Node handover
must be done as quickly as possible in order to reduce degradation or
interruption of QoS, especially when realtime applications are used. We
propose a Semi-Proactive procedure for a faster QoS re-establishment in
environments where there are Mobile Nodes. The basic functionality of
this procedure is to perform as many operation as possible before the
handover (in a proactive manner). Resources are reserved after the han-
dover on the effective new data path in order to avoid their waste. More-
over, we propose to buffer at the Candidate CRossover Node - CCRN
(an intermediate node on end-to-end data path) the packets directed to
the Mobile Node during the handover. In this way the total QoS re-
establishment time is reduced. This buffering also guarantees the same
QoS treatment of both the buffered and the non-buffered packets.

Keywords: QoS, NSIS, mobility.

1 Introduction

Mobile IP [1] [2] is a protocol that allows a Mobile Node (MN) to communicate
to other Internet nodes after changing its link-layer point of attachment without
loosing its IP address. Thus, the Mobile IP provides the node to maintain a
higher-layer connection while moving.

NSIS Working Group [3] [4] uses a two layer architecture for a signaling
protocol:

– NTLP (GIST) [5] carries signaling messages between neighboring peers;
– QoS-NSLP [6] manages resource reservation.

In order to allow the signal packets to have a secure path, GIST provides the
modality ”connection” creating the GIST state so that there is an associa-
tion between the adjacent GIST nodes. This association is known as Messaging
Association.

As general rule, the re-establishment of the QoS occurs after the handover,
the so called reactive way. This means that both GIST and QoS-NSLP act after
the handover in order to re-establish the proper QoS on the New path. Resource
reservation on the New path must be done as quickly as possible in order to
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reduce the degradation of QoS for the MN which is especially important when
real-time applications are used.

A basic idea for reducing such delay could be to re-establish QoS before the
handover on all the possible future paths, that is to act in a proactive way.
Of course this means that there will be a waste of resources since they are
assigned on all Candidate paths and we have no guarantee that the handover
will occur. We therefore, propose to take the pros of both mechanism by creating
the Messaging Associations in a proactive way and by assigning resources in the
reactive way. We may say that we are acting in a Semi-Proactive way. Adopting
this solution we anticipate the creation of the GIST state before the handover.
The resource reservation is as usual performed after the handover but the total
time will be minimal. Moreover, resources are assigned only to the effective path
to avoid their waste.

In our solution the re-establishment is faster also because we introduce the
possibility of buffering the packets directed to MN, in an intermediate node of
the end-to-end path. This node is known as the Candidate CRossover Node
(CCRN).

The procedures described in the following sections are applicable in networks
served by Mobile IPv4 with Route Optimization [7] or by Mobile IPv6 (in which
the Route Optimization is already integrated).

Other previous works are related to the same problems treated in this paper:

– Mobile resource reservation Protocol(MRSVP) was proposed by Talukdar
[8] to provide QoS for Mobile IP through RSVP [9] [10]. MRSVP Protocol
makes the resource reservations in advance at multiple locations where the
mobile host may possibly visit during the service time. The mobile host can
thus achieve the required service quality when it moves to a new location
where the resources are reserved in advance.

MRSVP wastes too much bandwidth in making excessive resource reser-
vations in advance for an MN in all the neighboring locations of the MN.

– Route optimization strategies [7] is used to reduce the well known triangle
routing problem of Mobile IP.

An extension to the registration process, called smooth handoff [11], re-
duces data loss during a handoff. The foreign agent (FA) buffers any data
packets it is forwarding to an MN. When a handoff occurs the new FA in
turn requests that the previous FA hands over the buffered packets to the
new location.

Although Route Optimization with smooth handoff extension can, to some
extent, reduces packet loss, this does not resolve an other problem: if the flow
required a resource reservation, the packets that travel from the previous FA
to the new will not (or could not) avail of the QoS present on the paths
between the Correspondent node and the FAs.

This paper is organized as follow. In the next paragraph we describe the termi-
nology used in this paper. In paragraph 3 and 4 we present our procedure from
the NSLP and the GIST point of view respectively. In paragraph 5 we illustrate
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the new buffering proposed in order to reduce packets loss during the MN han-
dover. The paragraph 6 shows the analysis and simulation results of the QoS
re-establishment time when different procedures and types of buffering are used.
We conclude in paragraph 7 mentioning future work.

2 Terminology

– NSIS-aware: a node is NSIS-aware when it supports NTLP and QoS-NSLP;
– Mobile Node (MN): a host that can change its point of connection to the

network;
– Correspondent Node (CN): the network node with which the MN is commu-

nicating at that time;
– Access Router (AR): the access node to the network for an MN;
– Previous AR (PAR): the AR for the MN before the handover;
– Candidate AR (CAR): possible AR for a handover of the MN;
– New AR (NAR): the AR for the MN after the handover;
– New path: the path between CN and NAR;
– Old path: the path between CN and PAR;
– Candidate path: the path between CN and CAR;
– Crossover node (CRN): one of the NSIS-aware nodes of the intersection

between the Old and New path;
– Candidate CRN (CCRN): one of the NSIS-aware nodes of the intersection

between the Old and Candidate path.

3 Semi-proactive Procedure from the NSLP Point of
View

In these paragraphs we will present a brief description of the traditional NSIS
phases and a detailed description of the Semi-Proactive procedure.

Let us first recall that QoS-NSLP supports both the sender-initiated and the
receiver-initiated reservation. The entity that sends the RESERVE message takes
the name of QoS NSIS Initiator (QNI) and the entity that receives that message
is called QoS NSIS Responder (QNR). The intermediary NSIS-aware takes the
name of QoS NSIS Entity (QNE).

In the case of sender-initiated reservation (Fig. 1(a)), the RESERVE message
(used to reserve the resources) travels in the same direction of the data flow.
Therefore, the QNI is the NSIS-aware node that is closer to the sender of that
flow. Moreover, going through the nodes, the same RESERVE message allows
the GIST to create its state.

In the case of a receiver-initiated reservation (Fig. 1(b)), the RESERVE mes-
sage travels in the opposite direction to the data flow. Therefore, the QNI is the
NSIS-aware node that is closer to the afore mentioned flow receiver. In this case,
due to asymmetric routing, the QNR must send a QUERY message to allow the
GIST to create its state.

The procedure presented in this paper, the Semi-Proactive procedure, has the
aim to re-establish the QoS as fast as possible.
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(a) Sender-initiated (b) Receiver-initiated

Fig. 1. Basic NSIS reservation

The best way is to initiate, in a proactive way, as many operations as possible
but without the waste of the available resources. In order to do this we propose
to create the GIST state before the handover and to reserve the resources on the
New path after the moving of the MN. The RESERVE message therefore, can
only be sent after the handover. In case of receiver-initiated reservation (Fig.
2(a)) it is easy to define a separation between the creation of the state and the
reservation of the resources. In fact, it is only necessary that the QNR (close
to the sender of data flow) sends the QUERY message before the handover and

(a) Sender-initiated (b) Receiver-initiated

Fig. 2. Semi-Proactive QoS Re-establishment
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the QNI waits the end of the handover to respond with a RESERVE message.
The problem is the separation of the two phases when the reservation is sender-
initiated. Therefore, also in this case, we could send a QUERY message in order
to obtain the separation between the GIST state creation and the resource reser-
vation (Fig. 2(b)). The QUERY message is sent in a downstream direction in
the same way as the receiver-initiated, but in this case the message travels from
the QNI to the QNR. After the handover, the QNR that has received a QUERY
message will wait for the RESERVE message, without further action.

In addition, we would like to consider that in the proactive phase the PAR
already has a list of CARs. Each one of these could act as a QNI or as a QNR
depending on the type of reservation; it would send or receive the QUERY
message for the GIST state creation.

In order to benefit from this procedure, the NAR must be one of the CARs,
otherwise, there wouldn’t be a GIST state with the CN and the procedure would
change from being Semi-Proactive to totally Reactive.

The procedure consists of three main sections:

1. Triggering, in which the PAR communicates to the correct end-point so that
it sends the QUERY message;

2. Proactive, in which the QUERY message allows the creation of the GIST
state and the discovery of the CCRN;

3. Reactive, in which the resources are reserved.

4 Semi-proactive Procedure by the GIST Point of View

The fundamental function of the GIST protocol is to discover the path that
signaled data will follow and to create a GIST state between the end-points
of the data flow. As previously stated, in networks where there are MNs it is
better to create a proactive GIST state on all of the Candidate paths. The GIST
protocol discovers the CCRN during the creation of the GIST state. If the MN
is the data flow sender the CCRN could be the first NSIS-aware node in which
the Old and the Candidate path converge. If the MN and the receiver of the
data flow the CCRN could be the last NSIS-aware entity before the Old and
the Candidate path diverge. Consequently, the CCRN would be a node on the
common trunk between the Old and the Candidate path.

At the end of the proactive phase there will be as many GIST states as the
nodes contained in the CAR list. It is potentially possible to discover as many
CCNRs as CARs.

5 The New Buffering

If the MN is the data flow receiver, it is necessary to have buffering mechanisms
to avoid the loss of packets sent to MN during its handover. The buffered packets
are sent to the MN across the NAR at the end of the handover.
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This type of solution has already been defined, for example, Perkins [11] who
proposed buffering at the PAR (in the document this node is called Foreign
Agent), though this guarantees only a minimal loss of packets and not the proper
QoS during the sending of the buffered packets to the MN. We have proposed
the inclusion of buffering in the CCRN for various reasons. The most significant
reason is that the CCRN is the closest node to the MN on the New path in
which buffering is possible. This reduces the total time that the buffered packets
use to reach the MN. The second reason for making this choice relates to the
QoS. The buffered packets, sent to the MN after the reservation of resources are
treated by the same QoS as the other packets from the same flow.

A CCRN starts to buffer packets as soon as it has been discovered.
The CRN ends the buffering of packets when it receives the RESERVE mes-

sage from the QNI.
The other CCRNs stop the buffering of packets and discards the already

buffered packets at the end of a timeout.
If the MN is the data flow sender it is not necessary to begin any buffering.

6 Evaluation of the QoS Re-establishment Time

In this paragraph we will evaluate the QoS re-establishment time when different
procedure and type of buffering are used.

We reference the following definitions:

– N1: the number of node-to-node links between the NAR and the CRN;
– N2: the number of node-to-node links between the CN and the CRN;
– N3: the number of node-to-node links between the NAR and the PAR;
– Tstate: Time necessary to install GIST state on a node-to-node link;
– Tresv: Time necessary to reserve resources on a node-to-node link;
– Td: Transmission delay on a node-to-node link;
– TimeCRNsp/TimeCRNp/TimeCRNr: time necessary to re-establish the

QoS after a handover with the Semi-Proactive/Proactive/Reactive mech-
anism and with the packets directed to the MN being buffered at the CRN.
In the Proactive case we assume that the MN performs the handover at the
node where the resources have been previously reserved;

– TimePARsp/TimePARp/TimePARr: time necessary to re-establish the QoS
after a handover with the Semi-Proactive/Proactive/Reactive mechanism
and with the packets directed to the MN being buffered at the PAR. In the
Proactive case we assume that the MN performs the handover at the node
where the resources have been previously reserved;

– TimeCRN/TimePAR: time necessary to re-establish the QoS after a han-
dover with the Proactive mechanism and with the packets directed to the
MN being buffered at the CRN/PAR. If the MN performs the handover
at a different node from the one where the resources have been previously
reserved, then the procedure used becomes Reactive.
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6.1 Time Necessary to Re-establish the QoS with CRN and PAR
Buffering

In this paragraph we describe the time necessary to re-establish the QoS after
the handover when the packets directed to the MN are buffered at the CRN
or at the PAR. It also includes the time necessary to send these packets to the
MN after that the resources have been reserved. Of course, in both cases, the
buffered packets are treated with the same QoS of the no-buffered ones.

Time necessary to re-establish the QoS with CRN buffering is calculated as:

T imeCRNsp = (N1 + N2) ∗ Tresv + N1 ∗ Td (1)

T imeCRNp = N1 ∗ Td (2)

T imeCRNr = (N1 + N2) ∗ Tresv +
+(N1 + N2) ∗ Tstate + N1 ∗ Td (3)

If PAR buffering is used, Route Optimization and the guarantee for the buffered
packets of the same QoS of the non-buffered ones are required in order to match
the same condition of the CRN buffering.

Then, the time necessary to re-establish the QoS is calculated as:

T imePARsp = (N1 + N2 + N3) ∗ Tresv + N3 ∗ Td (4)

T imePARp = N3 ∗ Td (5)

T imePARr = (N1 + N2 + N3) ∗ Tresv +
+(N1 + N2 + N3) ∗ Tstate + N3 ∗ Td (6)

6.2 Network Topology Used in the Simulation

We use a group of APs in a hexagonal cell model as shown in Fig. 3(a). The
indexing (row, column) represents the position of an AP. We assume that if a
MN moves from the AP at the row 0 upward it reaches the row 3 and if it moves
from the row 3 downward it reaches the row 0. Moreover, if a MN moves from
the column 0 to its left it reaches the column 3 and if it moves from the column 3
to its right it reaches the column 0. In a recurring cyclic. When a MN resides in
a cell the probability to select one of the 6 neighbouring cells is 1/6 as displayed
in Fig. 3(b).

When a MN performs a handover, N1, N2 and N3 change as shown in
Fig. 3(c).
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(a) Cell model (b) Movement probability
between the cells

(c) Number of the node-to-node links in the
network topology

Fig. 3. Simulation topology

6.3 Analysis and Simulation Results

In both PAR or CRN buffering, the Reactive procedure uses much more time
than the Proactive or the Semi-Proactive ones. Its clearly evident from the equa-
tions in the previous paragraphs that the Proactive procedure would seem the
best solution. The equation (2) and the equation (5) are valid only in the case
in which MN performs the handover at the node where the resources have been
previously reserved. Since the probability that this occours is only 1/6, in the re-
maining 5/6 instances the Reactive procedure must be used and the equations (3)
and (6) would be applied. Then, the equations that describe the Semi-Proactive
procedure remain (1) and (4) while the ones that represent the Proactive proce-
dure become:

T imeCRN = 1/6 ∗ T imeCRNp + 5/6 ∗ T imeCRNr (7)

T imePAR = 1/6 ∗ T imePARp + 5/6 ∗ T imePARr (8)

The values of N1, N2 and N3 at each handover are illustrated in Fig. 3(c). The
values of N1, N2, N3 used in this time evaluation are obtained by the mean of
10000 handover.

The Semi-Proactive simulator is written in C language.
To study the equations (1), (4), (7) and (8), we fix one of the three variables

(i.e Tstate, Tresv and Td). Tresv is chosen because it influences all the previous
equations while Tstate would influence only the TimeCRN and the TimePAR.
The variable Tresv is set to 2*Td because for reserving resources we require the
RESERVE and RESPONSE messages.

Matching the equations we obtain three cross points that are:

– Td=5/2*Tstate between the equations TimeCRNsp and TimeCRN;
– Td=1/4*Tstate between the equations TimePARsp and TimeCRN;
– Td=5/2*Tstate between the equations TimePARsp and TimePAR.

These are shown in the Fig. 4 where Tstate has the value of 50 msec.
When increasing Tstate, we see that only the equations TimeCRNsp and

TimePARsp are not influenced while TimeCRN and TimePAR will move up
along the y-axis (demonstrating that the network delay during the installation
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Fig. 4. QoS re-establishment time graph

of the GIST state does not influence the total QoS re-establishment time if
the Semi-Proactive mechanism is used). Therefore, at a certain value of Tstate
(approximately 80 msec) the cross points equal to 5/2*Tstate will fall out of
the Td range. In these conditions the time for QoS re-establishment for each
value of Td is minimum when using the Semi-Proactive procedure with CRN
buffering (TimeCRNsp) and maximum when using the Proactive procedure with
PAR buffering (TimePAR).

7 Conclusion and Future Work

In this paper we have proposed a procedure for the faster re-establishment of
QoS with NSIS protocols in mobile networks. It has been named Semi-proactive
procedure and its function is to perform as many operations as possible before
the handover. We prepare in advance the multiple locations where the mobile
host could visit during the service time, however, we reserve the resources only
after the handover to minimize the waste of resources.

Moreover, we propose a new point of buffering for the packets directed to the
MN during the handover. The buffered packets in this node are treated with the
same QoS of the other packets of the same flow which are sent to the MN after
the resources reservation on the New path.

Analysis and simulations evaluated the QoS re-establishment time when the
Semi-Proactive, the Proactive and the Reactive procedures are used; we have
also considered CRN and PAR buffering.

We conclude that CRN buffering is better than PAR buffering and that for
low values of Td the QoS re-establishment time is minimized when using the
Semi-Proactive procedure with CRN buffering and maximized when using the
Proactive procedure with PAR buffering .
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Future works will provide a detailed description of the algorithm for CCRN
discovery. There will be other works to implement and test this Semi-Proactive
procedure.
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Abstract. The specific problem that underlies in collaborating Grids is schedul-
ing of resources with no knowledge about availability of the resources due to 
the distributed and autonomous nature of the underlying Grid systems. In this 
paper*, we propose a fully decentralized and probabilistic resource management 
scheme for Grid systems collaborating based on peer-to-peer communication 
paradigm. The key idea we employ is to use benchmarked performance meas-
ures about the static resource information and calculate the job execution work-
load. Then this benchmarked job execution time is used to predict the job 
scheduling feasibility in the face of resource dynamism on the target system. 
We design our scheme as self adjusting to the actual resource behavior and per-
formance. Simulation results validate the appropriateness of our scheme. 

1   Introduction 

The momentum of Grid adoption in business and scientific communities is growing 
rapidly to solve resources intensive problems which otherwise are not possible. Such 
Grid frameworks are needed to be highly adaptive to the user’s requirements along 
with adjusting to the dynamically varying resource performance. That is, they must 
have the ability to dynamically reconfigure (a term also named as resource harvesting 
in some literatures [3], [4]) themselves on need basis. One of the reasons to allow 
participating entities to join and/or resign the Grid framework is load-balancing and 
load-sharing (invoking more resources on-peak hours to share load and revoking 
resources off-peak hours to reduce the system overhead). Resource reconfiguration 
also is a way for saving administrative cost by offloading un-utilized resources. In this 
study, we figure out the issues relating to resource scheduling in such a framework 
and propose a solution for that. Due to the independent and autonomous nature of the 
underlying resource management systems (RMSs) and need for dynamic reconfigura-
tion, resource scheduling is one of the main research issues. Answer to the challeng-
ing scheduling questions, such as given below, is needed to be searched; 
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• How resource schedule can be calculated in a fully decentralized environ-
ment where no assumption about the availability of resources on remote sites 
can be made? 

• Considering target resources being heterogeneous and reconfigurable, differ-
ent machines will have different job execution time. How to conduct sched-
ule-ability analysis of these resources when their performance characteristics 
are unknown or dynamic? 

Ref. [6, 7, 8 and 9] suggests submitting jobs to all the systems in the framework and 
as soon as the job starts on any one of the machine, they revoke job from rest of the 
systems. This solution offers an optimal schedule but on a cost of job submissions to 
multiple sites. We present a novel solution to reduce this overhead by finding the 
feasibility of the schedule on a target machine without actually submitting a job to it. 
To find a good and appropriate schedule in such an environment, application specific 
information (such as job begin time, job completion time (deadline), job staging in-
formation, inputs, etc) and system specific information (such as resource type, re-
source capability, job arrival rate, job execution rate, job execution duration etc) 
needed to be integrated. We further classify this system specific information into 
static information (resource type, resource capacity, etc) and dynamic information 
(job arrival rate, job execution rate, etc). Due to the difficulty in consistently obtain-
ing good dynamic-performance information about Grid machines, we implement our 
scheduling algorithm that is partially based on static information to calculate applica-
tion workload, and partially based upon the probabilistic technique to capture dynam-
ics of resources. Our simulation results demonstrate the effectiveness of our schedul-
ing mechanism for long-term applications.  

Our paper organization is as follows; Section 2 presents a detailed survey of related 
work. In Section 3, we introduce our proposed resource scheduling scheme. We in 
section 4 present the simulation model for our work and analyze the simulation results. 
We conclude our work by presenting summary and future directions in section 5. 

2   Survey of Related Work 

There are many approaches have been proposed to solve these issues [13]. Some 
dynamic online scheduling algorithms, such as those in [1] and [2], consider the case 
of resource reservation which is popular in Grid computing as a way to get a degree 
of certainty in resource performance. Algorithms in these two examples aim to mini-
mize the makespan of incoming jobs which consist of a set of tasks. Authors in [5] 
present a resource planner system that uses performance prediction, based upon his-
torical data, to identify the appropriate resources. Such systems don’t take into ac-
count the resource reconfiguration and assume fixed resource performance which is 
not the case in our presented scenario. Authors in [4] propose a dynamic and self-
adaptive task scheduling scheme based upon application-level and system-level per-
formance prediction. In this scheme, authors assume a complete knowledge about the 
resources and number of tasks allocated on them and uses a statistical model to calcu-
late the task execution time on the remote machine. 

The most related work with that of us is K-Distributed Model [7] according to w-
hich a job is submitted simultaneously to the K lightly loaded sites instead of sending 
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only to the most lightly loaded site. When a job is ready to start at any of the site, the 
site informs the scheduler at the job-originating site, which in turn contacts the other 
K-1 sites to cancel the jobs from their respective queues. In [6], authors propose a 
resource information free algorithm, which uses task-replication to cope with the 
heterogeneity of hosts and tasks, and also the dynamic variation of resource availabil-
ity due to load generated by others users in the Grid. Tasks are replicated until a pre-
defined maximum number of replicas are reached. Based on the assumption that the 
network transfer time is negligible is only existent for application with small in-
put/output data. In [8], authors introduce Storage Affinity, which takes into account 
the fact that input data is frequently reused either by multiple tasks of the one applica-
tion or by successive executions of the same application. We believe this assumption 
is only true for very limited scientific applications and will not hold for most of busi-
ness and social scenarios. The rationale behind Suffrage [9] is that a task should be 
assigned to a certain host and if it does not go to that host, it will suffer the most. But 
when there is input and output data for the tasks and resources are clustered, conven-
tional suffrage algorithms may have problems. 

As far as the mechanization of the learning from previous experience in order to 
predict future events is concerned, it has led to vast amounts of research [11, 12] in 
the construction of predictive algorithms. Note that resource-availability predictions 
solely based upon the archived performance-data assume that a slow resource will 
always be slow and a busy resource will most likely be always busy on a particular 
time of the day. In our paper, we demonstrate how predictive algorithms enable us to 
anticipate the occurrence of events of interest related to system performance, such as 
CPU overload, bandwidth utilization, and low response time. 

3   Proposed Scheduling Scheme 

3.1   Application Model 

We assume user application is composed of independent, coarsely grained and indi-

visible jobs and we define job to be anything which need a resource. Let job iJ be 

represented as ),,,( , iiiiii TSCBJ ε= . Where iB is job begin time, iC is job com-

pletion time (deadline), iS is job staging information, iT  is the required resource type 

(for example, CPU, memory). The job required to be scheduled at begin time iB  and 

completed before deadline iC  with an expectable margin of error iε . Resource type 

iT is used to select the benchmark Standard Performance Evaluation Corporation 

(SPEC) [10] to gauge the application workload.  

3.2   System Model 

Grid resource performance is variable and is a based upon static (e.g. total CPU, net-
work, memory capacity) and dynamic information (current resource usage). This 
information is necessary to be known with a good degree of accuracy to predict the 
success of a schedule. We, therefore, model system using both of these parameters. 
Let there are n independent Grid systems offering resources to be shared and by  
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resource we mean anything that can be scheduled. We assume each Grid resource to 
be reconfigurable and non-cooperative. Furthermore each Grid system has its own 
local resource scheduler to map jobs to the resources. We also assume the underlying 
schedulers are online-schedulers and map the jobs to the resources as soon as they 

arrive. We model Grid system jG as follows; ),,,( jjjjj SPECACTG = . 

Where jT , jC , jA and jSPEC is resource type, capability, availability and bench-

mark factor of jG respectively. 

3.3   Scheduling Algorithm 

In our proposed scheduling algorithm, instead of actually replicating the job to the 
participating Grid systems, we collect schedule feasibility value from prospected Grid 
systems by just sending the job information to save the data replication, communica-
tion and staging cost. After obtaining job execution estimate (which may not be cor-
rect) from a list of preferred collaborating Grid systems, we evaluated them on the 
basis of archived performance factor. Proposed scheme is described in Fig. 1. 

 

Fig. 1. Proposed resource scheduling scheme 

Our scheduling objective is to find the target Grid system with optimal perform-

ance in terms of job execution duration and network latency. Let ijE is the execution 

duration of job iJ on jG and ijN is the network latency between hG and jG then 

scheduling function to calculate normalized feasibility value iΘ for iJ is defined as; 

},...,2,1{),( njNEOptimal ijiji ∈∀=Θ  (Equation. A) 

In the above listed steps, scheduling algorithm, essentially the selection of Grid sys-
tem with optimal performance, can be break down into following three main functions 
1) Calculation of job expected execution duration using the benchmark information 2) 
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Prediction of schedule feasibility for the expected execution duration and 3) Normali-
zation the feasibility value and selection of target Grid system. We calculate them one 
by one in rest of this section. 

Job Benchmark Execution Duration iE   

The techniques for calculating job benchmark execution time are well known and 
well practiced. The only implication in using the benchmark scheme is that we need 
to determine the composition of the job in terms of the same code type, the process 

called as code profiling. The benchmarked job execution duration iE using 

the iSPEC information is calculated as follows; ),( iii SPECJE = . This bench-

marked execution duration is utilized to calculate the schedule feasibility of job iJ  at 

peer Grid systems. 

Scheduling Feasibility ijF  

When a new job iJ with profiled workload iE is submitted to jG for scheduling, there 

are issues relating to heterogeneity of the underlying resources and dynamism of 
resource utilization at that particular time. Due to these factors, one job will have 
different job execution duration on different Grid systems. Assuming that job  
execution duration is directly proportional to the job workload, the job execution 

duration ijE of the iJ on jG is calculate as follows; jiiij SPECESPECE /*= . 

The expected job completion time ijC of job iJ on jG is defined as the time at 

which job iJ completes, that is ijiij EBC +=  

Based upon resource prediction scheme similar to [11], Grid system jG will use 

this ijE to calculate the feasibility value ijF to predict the success of the schedule of 

this new job iJ . On jG , let we have k randomly scheduled current jobs with begin 

times jB and execution duration jE . Then these jobs are shown on a single discrete 

time line ta as },...,2,1{},{ kjEBta jj ∈∀= such that 1+≤+ jjj BEB . We 

define tr as the time line to be scheduled and is calculated as ∑
=

−=
k

j
jEtatr

0

. The 

new iJ cannot be scheduled successfully on jG if its begin time conflicts with any 

previously scheduled job. That is; )( jjij EBBB +≤≤ . Or if a previously sched-

uled job has a begin time that conflicts with the iJ . That is; )( ijiji EBBB +≤≤ . 

Now the feasibility ijF that new job iJ will be successfully scheduled on jG is cal-

culated as )(Pr ZYXobabilityFij ∩∪= . Where X is the event that iB doesn’t 
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conflict with the any previously scheduled job duration jE , Y is the event of resolv-

ing a conflict in case iB overlaps with jE  and Z is the event that no previously 

scheduled job has a begin time jB  that conflicts with ijE . Since X andY are mutu-

ally exclusive events; dsij PPPF *)( ε+= . Where sP , εP and dP are probabilities 

of event X ,Y and Z respectively. Certainly εP is the margin of error iJ enjoys 

on jG because of the flexibility value iε in its deadline. Since begin time iB is uncor-

related with any previously scheduled job, sP is given by the fraction of the time line 

remaining to be unscheduled: tatrPs /= . 

Now for each of the k previously scheduled jobs, the probability that begin 

time jB will not conflict with ijE is calculated as;  )/1( trEij− . Hence dP is ob-

tained as follows; k
ij

k

ijd trEtrEP )/1()/1(
1

−=−= ∏ . 

And finally we calculate εP . If there is an overlapping )( jjij EBBB +≤≤ of 

job iJ with a previously scheduled job on jG with begin time jB and execution dura-

tion jE , then the conflict can be resolved by adjusting the begin time of iJ , if 

)( ijji BEB −+≥ε as shown in Fig. 2. Probability that conflict of iJ with a job 

execution duration jE can be resolved as ji E/ε= for ji E<ε  and = 1 otherwise. 

The average probability, for resolving the conflict with k existing job is calculated 
as sum of the product of the probability that new job conflicts with previously sched-
uled job and probability that the conflicts can be resolved. Numerically; 

takEtaEP i

k

j
jij /*)/(*)/(

0

εεε ==∑
=

 

As this feasibility ijF is only an estimate weather iJ can be scheduled at 

time iB on jG and can complete its execution ijE before iC , the actual schedule may 

be different then what was predicted. 

Normalized Feasibility iΘ and Target Grid Selection 

It is quite possible that a greater feasibility value may come from a Grid system with 
poor network bandwidth. Moreover, there may be situations when, due to the poor 
estimates, a job is assigned to slow or busy Grid system. To avoid such cases we need 
to normalize the schedule feasibility value. The normalized feasibility iΘ is function  
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Fig. 2. Probability of scheduling in case of a 
conflict 

Fig. 3. Feasibility normalization function 
and Target Grid selection 

of schedule feasibility ijF , network latency hjN and archived resource perform-

ance hjP as Fig. 3 shows. 

Let hjN is the time to transmit data iS for job iJ to Grid jG . If jλ is the estimated 

bandwidth between hG and jG obtained through NWS [12] and is assumed to be 

consistent with expectable error latency then time taken to transmit iS to jG  follows; 

jihj SN λ/= . 

The performance factor hjP of Grid system jG for the host Grid hG is calculated as 

shown in Fig. 4. The performance factor technique is self-adaptive against resource 
dynamism. To start with each Grid system is assigned an arbitrary uniform perform-
ance factor value. Performance threshold value is also to be adjusted according to the 
application scenario.  

Let schedule feasibilities, network latencies, and archived performance counters for 

a set of n participating Grid systems G  are F , N  and P  respectively. Where 

},...,,{ 21 nGGGG = , },...,,{ 21 inii FFFF = , },...,,{ 21 hnhh NNNN = and 

},...,,{ 21 hnhh PPPP = . 

 

Fig. 4. Resource Performance Adaptive algorithm 
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The Equation A. to calculate normalized feasibility value iΘ for target Grid system 

selection is reinterpreted as; 

},..,2,1{)/*( njNPFMax hjhjiji ∈∀=Θ  (Equation B) 

4   Simulation Model and Results 

We simulated our system for 10 Grid systems connected with varying values of hjN . 

Each Grid system jG has randomly generated k number of previously assigned jobs. 

Initially 0.50 value assigned to hjP jG . We calculated iΘ by assigning equal weights 

to all three selection factors ijF , hjN and hjP and presented the results in Fig. 5 (a). 

Results of Grid system 1, 2 and 9 of particular interest and require further analysis.  

 

 

Fig. 5. (a) Varying all Grid selection factors, (b) Varying schedule feasibility value only, (c) 
Varying network latency value only and (d) Varying archived performance factor 
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On first Grid system the archived performance factor is highest (1.817) with sec-

ond lowest hjN (0.101). But the lowest ijF (0.017) indicates poor chances of this 

job get scheduled on this Grid and hence overall iΘ value is 0.306. Similarly, Grid 

9 due to a high value of network latency, indicating its low network connection 

bandwidth with host Grid, results in a poor iΘ value. Eventually Grid 2 with high-

est schedule feasibility value and low network latency, evaluated to be the optimal 

choice resulting normalized feasibility iΘ  value in (0.987). To analyze the affect 

of each ijF , hjN and hjP , we further executed our simulation and results are shown 

in Fig. 5 (b), (c) and (d). It is clearly seen from the graph that our proposed for-
mula to normalize these schedulability factors works well and choose the target 

Grid system with maximal ijF and minimal hjN value. We also compared our pro-

posed scheme with the random scheduling scheme as shown in Fig. 6. Our pro-
posed scheme gives better results as the resource performance data is collected and 
helps to select subsequent Grid system selection. The main distinction between our 
proposed scheme and random scheduling is due to the prediction of the future 
availability of the resources and thus avoiding the costly delegation of the job. The 
process of target system selection is further optimized by using the cached per-
formance history. 

 

Fig. 6. Average resource selection throughput comparison with random scheduling 

5   Conclusion and Future Work 

In this paper, we propose a hybrid scheme for adaptive resource scheduling among 
distributed and reconfigurable Grid systems which are collaborating based on peer-to-
peer communication paradigm. We based the metric of our resource scheduling 
scheme scheduling on optimal performance in terms of job execution and network 
latency. In future we plan to extend our work to autonomous resource reconfiguration 
based upon the application and resource adeptness. 
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Abstract. In wireless sensor networks, the timeout scheduling of data aggrega-
tion controls the time each sensor node has to wait to receive data from its child 
nodes. This paper proposes a new timeout scheduling scheme for data aggrega-
tion, the ATS-DA, which adaptively configures its length of timeout according 
to changing data patterns. The ATS-DA decreases the timeout when the vari-
ance of the received data (data variation) from children is lower than a pre-
defined threshold because there are not any noticeable events, which reduces 
the consumed power and improves transmission latency. The ATS-DA, how-
ever, increases the timeout when data variation is more than the pre-defined 
threshold in order to fulfill more accurate data aggregation. Extensive simula-
tion work under various workloads has revealed that ATS-DA not only en-
hances data accuracy by 33%, but also it improves power consumption and 
transmission latency by 5% and 58% respectively, as compared with the previ-
ous cascading timeout scheduling scheme. 

Keywords: In-network data aggregation, timeout, wireless sensor network. 

1   Introduction 

According to advances in MEMS, wireless communication, and digital electronics 
technology, wireless sensor networks have been widely deployed to monitor and 
control physical environments [1]. Wireless sensor networks typically consist of a 
large number of sensor nodes which can observe physical phenomena, process sensed 
information, and communicate with other nodes. Since sensor nodes are equipped 
with limited battery power, low-power consumption is very crucial in wireless sensor 
networks [2]. It is regarded that power consumption is dominated by the costs of 
transmitting and receiving messages [3]. 

In-network aggregation can save a significant amount of energy by reducing the 
number of transmitted messages over wireless sensor networks. Sensor nodes with in-
network aggregation can combine data from their child nodes and their locally-
collected data before sending a message to their parent node. When a routing tree is 

                                                           
* Corresponding author. 
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created, a sensor node sets up its timeout which is waiting time for messages from its 
children to arrive. If the timeout is lengthy, sensor nodes can receive more messages 
from their children, but transmission latency and power consumption increase. Vari-
ous timeout scheduling schemes have been proposed [3-8]. In those schemes, the 
timeout is set by the depth of the routing tree and the maximum single-hop delay of 
the adjacent nodes. Those schemes assume that the single-hop delay is fixed. The 
single-hop delay, however, changes depending on the time to process, schedule pack-
ets, and reserve the channel [3]. Also, those schemes have not taken into considera-
tion the data patterns of sensor readings. There is little change in sensor readings, 
from a wireless sensor network, as time passes. Sensor readings from physically-
adjacent sensor nodes are similar. Significant changes exist for sensor readings when 
in the presence of noticeable events, such as earthquakes or forest fires. 

This paper proposes a new timeout scheduling scheme for data aggregation, called 
ATS-DA, which adapts its timeout values according to changing data patterns. The 
ATS-DA decreases the timeout when the variance of the received data from children 
is lower than a pre-defined threshold. That improves power consumption and trans-
mission latency. The ATS-DA, however, increases the timeout when the variance 
becomes higher than the pre-defined threshold, which can fulfill more accurate data 
aggregation. The remainder of this paper is organized as follows: Section 2 provides 
the background regarding in-network aggregation and timeout scheduling schemes. 
Section 3 gives a detailed description of the ATS-DA, and Section 4 compares the 
performance of the ATS-DA with the cascading timeout scheduling scheme. Finally, 
concluding remarks are presented in Section 5. 

2   Background  

2.1   In-Network Aggregation 

A user broadcasts a query to an entire wireless sensor network through the base sta-
tion (BS). Query propagation creates a routing tree whose root is the BS. If a leaf 
node receives the query, it sends its readings toward the BS. An intermediate node 
combines its own readings with the readings of its children via the aggregation func-
tion f and sends the aggregated data to its parent node. Fig. 1 shows an example of in-
network aggregation. Node 2 sends only one message (z), as aggregation is performed 
by itself. Without aggregation, it has to send four messages (a, b, c, d). 

 

 
  
  
  
  
  
  
  
  

Fig. 1. An example of In-network Aggregation 
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2.2   Timeout Scheduling Schemes 

Timeout scheduling schemes, with no clock synchronization, use hop counts (hop-
Count), single-hop delays (shd), and periods (T) [3-5]. The cascading timeout sched-
uling scheme [5] sets up a timeout as in Fig. 2. In the cascading timeout scheduling 
scheme, a sensor node calculates its timeout by adding the shd to the child node’s 
timeout. This scheme assumes that the shd is constant, but actually, it depends on 
network conditions. If the actual shd is larger than the pre-defined shd of the cascad-
ing timeout scheduling scheme, data loss occurs. 

 

 
   

  
  
  
  
  
  
  
  
  
  
  

Fig. 2. The cascading timeout scheduling scheme 

TAG [6] and Data Fusion [8] employ additional timing information for the syn-
chronization of in-network aggregation. In the TAG, nodes send a query which in-
cludes timing information that describes the starting point of aggregation. In Data 
Fusion, the child node informs its parent node to be ready to receive a message, but 
these synchronization methods create the need for additional power. 

The timeout is closely connected with the sensor node's power states. In general, 
power states consist of transmitting, receiving, listening and idle mode. Power dissi-
pation is at its highest in the transmitting mode. The receiving and listening mode are 
much larger than the idle mode. A sensor node is in the listening/receiving mode 
during a timeout. Therefore, we should design a timeout which is as small as possible. 

3   The Proposed Scheme 

3.1   Adaptive Timeout Scheduling 

We assume that data aggregation is performed periodically in a tree-structured wire-
less sensor network. It is also assumed that a single-hop delay between sensor nodes 
is time-variant, because the required times to process/schedule/retransmit packets and 
reserve channels can vary significantly due to link instability [3]. In general, the fol-
lowing characteristics can be observed in aggregating sensor data from a wireless 
sensor network. 

[C1] As time passes, there is little change in sensor readings from a wireless sensor 
network. 
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[C2] There is little change in sensor readings from physically adjacent sensor nodes in 
a wireless sensor network. 

[C3] In the presence of noticeable events, such as earthquakes or forest fires, there is 
significant change in the sensor readings from a wireless sensor network. 

Adaptive timeout scheduling (ATS-DA) for data aggregation exploits the above char-
acteristics of the sensor readings. First, by using the characteristics of C1 and C2, the 
ATS-DA decreases the timeout when the variance of the received data from child 
nodes becomes very low. That is, the timeout is set to the average length of the single-
hop delay, as denoted by SHDavg, when the data variation of the arrived messages is 
lower than a pre-defined threshold of data variation. The ATS-DA presumes that the 
messages which have not yet arrived are also within the threshold of data variation, 
and an aggregation is performed. Therefore, the ATS-DA can reduce the number of 
receiving messages and the amount of waiting time. As a result, the ATS-DA reduces 
the power consumption and transmission latency is improved. The ATS-DA can ad-
just the variation threshold according to the requirements of different applications 
which usually have different requirements from accuracy, power consumption to 
latency [3]. Small variation threshold leads to high accuracy, but power consumption 
and latency also increase. Large variation threshold leads to low power consumption 
and low latency, but the level of accuracy decreases. 

Second, by exploiting the characteristics of C3, the ATS-DA increases the timeout 
when the variance becomes higher than a pre-defined threshold in order to perform 
more accurate data aggregation. That is, the ATS-DA sets its timeout as a maximum 
of the shd (SHDmax) in order to guarantee the arrival of messages from child nodes 
within its timeout, and next uses its parent node’s timeout margin to receive as many 
messages as possible from the child nodes. The timeout margin at node i, denoted by 
MRGi, is initially set to the difference between the SHDmax and SHDavg. The SHDavg is 
defined as an average of the shd to guarantee the arrival of messages from child nodes 
within its timeout. Usually, most of the messages arrive within the SHDavg, which is 
much smaller than the SHDmax. If all messages from child nodes arrive within the 
SHDavg, a timeout margin is created.  

In sum, the ATS-DA scheme is given in Fig. 3. Basically, the ATA-DA operates at 
each sensor node, denoted as nodei. Also, the parent node and the child nodes of nodei 
are denoted by nodepat(i) and nodechild(i), respectively. A sensor node (nodei), which 
receives a query from a parent node (nodepar(i)), initializes its hop counts (hopCounti), 
timeout margin (MRGi) and the data variation threshold (dvi). Next, the ATS-DA 
commences its timeout timer (Tcur) and waits for messages from the child nodes. The 
sensor node fulfills partial aggregation and updates data variation (dvi), which arrived 
for SHDavg. If the data variation is within DV, the ATS-DA performs final aggrega-
tion. If the data variation is larger than DV, the ATS-DA waits for SHDmax considering 
the timeout margin that is used by the child nodes. If the ATS-DA receives all mes-
sages from the child nodes within this timeout, the ATS-DA performs a final aggrega-
tion. Otherwise, the ATS-DA adds the timeout margin of its parent node to its timeout 
and it receives messages during this additional time. If the additional timeout expires, 
the ATS-DA can no longer receive messages from children and it performs a final 
aggregation. Next, the sensor node sleeps until the next period. 
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Fig. 3. The ATS-DA Scheme 

3.2   Data Variation (dvi) 

Data variation of a sensor node is defined as a temporal variance rate between the last 
period data (previ) and the current period data (curri). Data variation is calculated as  

(%).100×−=
i

ii
i curr

prevcurr
dv  (1) 

The ATS-DA should have enough samples to determine whether the data variation is 
within the pre-defined threshold (DV). Thus, the ATS-DA waits for data from the 
child nodes during the SHDavg to obtain samples, because most data are expected to 
arrive within the SHDavg. By using data variation, the timeout of a node can be saved 
as much as the difference between the SHDmax and SHDavg. If all nodes in the routing 
tree whose depth is n, satisfy a data variation condition, the total timeout saving is 
equal to n times the difference between the SHDmax and SHDavg. Note that the amount 
of energy saved is directly associated with the amount of the reduced timeout. 

procedure ATS-DA (Query from nodepar(i))  
  // running at nodei;  
  // extract global parameters from Query & initialize local parameters 
  extract hopCountpar(i), SHDmax, SHDavg, and DV from Query; 
  hopCounti = hopCountpar(i) + 1; 
  δ = (SHDmax – SHDavg); 
 
  while TRUE do; 
    Timeouti = SHDavg; dvi = MRGi = 0; 
    start TIMER with Tcur = 0; 
    repeat 
      receive data & MRGchild(i) from nodechild(i); 
      do partial data aggregation(curri); update dvi; 
      if (received from all child nodes) goto transmit; 
    until Tcur ≤ Timeouti; 
 
    // if data variation is low enough, stop receiving data 
    if (dvi ≤ DV), then goto transmit; // [C1] & [C2] 
  
    // now that an event occurred, set the timeout to SHDmax // [C3] 
      // subtract the amount of time used by its child nodes 
    Timeouti = SHDmax – max{MRGchild(i)}; 
    repeat 
      receive data from nodechild(i);  
      do partial data aggregation(curri); 
      if (received from all child nodes) goto transmit; 
    until Tcur ≤ Timeouti; 
 
    // unless data are received from all child nodes, 
    // finally, use the timeout margin of its parent node // [C3] 
    MRGi = δ/2; Timeouti = Timeouti + MRGi; 
    repeat 
      receive data from nodechild(i); 
      do partial data aggregation(curri); 
      if (received from all child nodes) goto transmit; 
    until Tcur ≤ Timeouti; 
 
  transmit:  
    finally do aggregation with its sensing data; 
    previ = curri; 
    send curri & MRGi to nodepar(i); 
    sleep until next period; 
  done; 
end ATS-DA 
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Fig. 4 illustrates how the ATS-DA exploits data variation in order to reduce the 
timeout and power consumption in a wireless sensor network. In the cascading time-
out scheduling scheme, as shown in Fig. 4(a), each sensor node, (i.e. node B), waits 
for messages from its child nodes, (i.e. node D, E, and F), during the SHDmax (2sec). 
Node B receives the last data from node E at 1.97sec, and an aggregation is per-
formed. The operation of the ATS-DA with a SHDavg of 1.5sec and a DV of 0.5% is 
given in Fig. 4(b). Node B performs an aggregation at 1.5sec. Next, node B no longer 
has to wait for data from node E because the variation of data which have arrived for 
SHDavg is lower than DV. Therefore, the ATS-DA reduces the amount of data re-
ceived and lowers the waiting period (power consumption) by 25% in the example. 

 

 

                          (a) Cascading                                                       (b) ATS-DA 

Fig. 4. Illustrations of data aggregation (average) using data variation, where the SHDmax is 
2sec, the SHDavg is1.5sec, and DV is 0.5%: (a) The cascading timeout scheduling scheme and 
(b) the proposed scheme (ATS-DA)  

3.3   Timeout Margin (MRGi) 

The timeout margin is additional time that is used to receive messages that did not 
arrive from children within the timeout when noticeable events occurred. As illus-
trated in Fig.3, each data aggregation period initializes the timeout margin at each 
node, as denoted by MRGi as SHDmax – SHDavg. The value of the SHDmax can be cal-
culated as  

),max()max(max iiii qpdpdtdsdSHD +++=  (2) 

where the sdi is the staggering delay of the packet at each node. The tdi and pdi repre-
sent, respectively, the transmission and propagation delay of each node. The qpdi 
accounts for queuing and processing delays of each node [5]. The value of SHDavg is 
empirically obtained by averaging measured data during iterative experiments. While 
data is being aggregated, sensor nodes requiring additional time to their timeout em-
ploy half of its parent’s timeout margin, δ = (SHDmax – SHDavg) in order to perform 
data aggregation more accurately. When using the timeout margin, the node has to 
inform the parent node of the amount of margin used. Then, the parent node waits for 
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the SHDmax considering the timeout margin that is used by the child nodes; that is, the 
value of Timeouti = SHDmax – max{MRGchild(i)}. 

Fig. 5 shows examples which illustrate how the ATS-DA exploits the timeout mar-
gin to increase its data accuracy. In the cascading timeout scheduling scheme, as 
shown in Fig. 5(a), node B waits for messages from its child nodes, say node D, E, 
and F, during the SHDmax (2sec). It, however, only receives data from node D. The 
data from node E and node F are lost. Given large data variation with noticeable 
events, the aggregation of lost data is very important. Thus, the ATS-DA uses the 
timeout margin of its parent node, (0.25 sec in the example). As a result, node B can 
receive data from all child nodes. Therefore, the ATS-DA provides more accurate 
data aggregation, as compared with cascading timeout scheduling. 

 

 

                  (a) The Cascading                                              (b) The ATS-DA 

Fig. 5. Examples of data aggregation (average) using a timeout margin, where the SHDmax is 
2sec, the SHDavg is 1.5sec, and the DV is 0.5%: (a) The cascading timeout scheduling scheme 
and (b) the proposed scheme (ATS-DA) 

4   Performance Evaluations 

We perform extensive simulations using an ns-2 network simulator [11] to compare 
the proposed scheme (ATS-DA) with the cascading timeout scheduling scheme. We 
modified the AODV routing protocol and message passing agents in order to conduct 
in-network aggregation. In the simulations, a base station (BS) broadcasts a query to 
the entire wireless sensor network. Nodes that received the query initialize their time-
out, margin and the threshold of data variation, as described in Fig. 3. 

Each simulation begins by deploying 100 nodes randomly in a 1000-by-1000 grid, 
where the transmission range and the data rate of each node are set to 50 meters and 
1Mbps, respectively. We employ the 802.11 MAC-layer protocol and AODV as a 
routing protocol. In the energy model, transmission and reception power consump-
tion is set to 395 and 660mW, respectively [10]. The size of the packet is 30 bytes 
[6]. In addition to network traffic for data aggregation, heavy network workloads are 
randomly injected into the wireless sensor network to increase single-hop delays 
(longer than SHDmax). The SHDmax was set to 0.03 seconds, and the SHDavg was set to 
0.01 second. The SHDavg was empirically obtained by running iterative experiments. 
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We employed the following metrics to compare the cascading timeout scheduling 
scheme and the ATS-DA scheme: Power consumption, data accuracy, and transmis-
sion latency. 

4.1   Power Consumption 

Power consumption is in proportion to the number of transmission and reception 
messages. Sensor nodes in the listening/reception mode consume more power than the 
idle mode. Table 1 summarizes the power consumption of the cascading timeout 
scheduling scheme and the ATS-DA scheme with different values of data variation 
(DV). Observe that the ATS-DA with large DV consumes less power. With larger DV, 
the listening time and the number of received messages decrease because the prob-
ability that data variation is within the pre-defined threshold (DV) increases. Our 
experiment reveals that the power consumption of the ATS-DA (0%), ATS-DA (5%) 
and ATS-DA (10%) is 1.3%, 4.8% and 7.5% lower than the cascading timeout sched-
uling scheme, respectively. Note that power consumption of the ATS-DA (0%) is 
similar to that of the cascading timeout scheduling scheme. This is because the actual 
timeout of the ATS-DA (0%) is not likely to be the SHDavg, but mostly SHDmax. 

Table 1.  A comparison of power consumption via different timeout schemes: The cascading 
timeout scheduling scheme and the ATS-DA scheme with various data variation (DV) 

Elapsed Time (sec) Cascading ATS-DA (0%) ATS-DA (5%) ATS-DA (10%) 
2,000 0.114580 0.116512 0.112598 0.110619 
5,000 0.290875 0.295228 0.276263 0.287145 
10,000 0.594700 0.587240 0.566339 0.550385 

4.2   Data Accuracy 

Data accuracy can be measured as the relative distortion between the actual value (Xi) 
and the aggregated value (Xi’), where the relative distortion (RD) is defined as 

N

XiXi
RD i

∑ −
=

2'

. (3) 

A large relative distortion means low data accuracy. On the other hand, small relative 
distortion means high data accuracy. Fig. 6 shows the results of relative distortion 
with different timeout schemes. The ATS-DA with a small DV has lower relative 
distortion on average, implying higher data accuracy. Note that the relative distortion 
of the cascading timeout scheduling scheme is much larger than that of the ATS-DA 
(0%) and ATS-DA (5%). The data accuracy of the ATS-DA, however, with a DV of 
10% becomes worse than that of the cascading timeout scheduling scheme. Recall 
that heavy network workloads randomly generated into the wireless sensor network 
affect single-hop delay times between sensor nodes. Sometimes, the single-hop delays 
can be longer than the SHDmax. In such an event, the cascading timeout scheduling 
scheme continues to use the initially configured timeout value of the SHDmax. The 
ATS-DA can dynamically adapt to time-varying single-hop delays for higher data 
accuracy by employing the timeout margin of the parent node. 
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Fig. 6. A comparison of relative distortion according to different timeout schemes: The cascad-
ing timeout scheduling scheme and the ATS-DA scheme with various data variation (DV) 

4.3   Transmission Latency 

Fig. 7 shows the transmission latency results for the different timeout schemes. Note 
that the transmission latency of the cascading timeout scheduling scheme is much 
higher than that of the ATS-DA (5%) and ATS-DA (10%). Since average data varia-
tion is observed to be below 5%, small differences exist in the measured transmission 
latency of the ATS-DA (5%) and ATS-DA (10%). The transmission latency of ATS-
DA (0%), however, slightly increases compared to that of the cascading timeout 
scheduling scheme. Recall that the ATS-DA (0%) not only uses the SHDmax, but it 
also partially employs the timeout margin of a parent node for better data accuracy. 
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Fig. 7. A comparison of transmission latency according to different timeout schemes: The cas-
cading timeout scheduling scheme and the ATS-DA scheme with various data variation (DV) 

5   Concluding Remarks 

This paper proposed the ATS-DA that a new timeout scheduling scheme for data 
aggregation in a wireless sensor network. The key to the ATS-DA is that it can adapt 
the timeout values according to changing data patterns (data variation); that is, the 
timeout decreases when the data variation from children becomes lower than a pre-
defined threshold (DV), which reduces the amount of power consumed and improves 
transmission latency. On the other hand, the timeout increases when the data variation 
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is more than the pre-defined threshold in order to fulfill more accurate data aggrega-
tion. Experiments in the ns-2 simulator showed that the ATS-DA scheme outper-
formed the cascading timeout scheduling scheme in terms of data accuracy by 33%, 
power consumption by 5%, and transmission latency by 58%. 

In future work, we plan to devise a scheme that can automatically determine the 
optimal value of the DV for a given wireless sensor network. In addition, we will 
investigate the effect of sensor node mobility in the ATS-DA, and design a more 
robust ATS-DA scheme that can handle node failures in a wireless sensor network. 
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Abstract. This paper presents a novel algorithm for autonomous deployment of 
active sensor networks. It enhances the sensing coverage based on an initial 
placement of sensor nodes. The problem of placing a number of circular discs 
(which model sensing coverage) of different radii to cover a field is intuitively 
transformed to the circle packing problem. Due to the fact that a unique maxi-
mal packing exists for a given set of combinatorics (triangulations) and bound-
ary conditions, we can always find the minimum sensing range required for 
every interior node to satisfy these conditions. Though an extension from  
tangency packing to overlap packing, the interstices among triples (which rep-
resent coverage holes) can be eliminated. Based on a number of numerical 
simulations, we have verified that the proposed algorithm always yields sensor  
deployments of wide coverage and minimizes sensing range required for every 
interior sensing node to satisfy the packing and boundary conditions.  

Keywords: Deployment, mobile sensor, robotics, sensing coverage, wireless 
sensor network. 

1   Introduction 

An active sensor network is a collection of wireless sensors mounted on spatially 
distributed mobile robots, which can provide better coverage of the environment, 
faster response to changes and superior mobility for active information gathering. 
Each sensor node is capable in communication, environmental sensing, data storage 
and processing and locomotion. Mobility enables a number of important functionality 
in sensor networks such as coverage maximization, adaptive sampling, network re-
pair, localization and energy harvesting. This paper addresses the problem of autono-
mous deployment of a set of networked sensor nodes to enhance the coverage area of 
the sensors. 

The work in [1] adopts a potential-field-based approach to spread sensor nodes 
throughout the target environment from a compact initial configuration. However, it 
does not consider some crucial problems like connectivity maintenance and topology 
control. The potential-field-based algorithm and the virtual force algorithm (VFA) 
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with the Microsoft-CUHK Joint Laboratory for Human-centric Computing and Interface 
Technologies. 
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presented in [7] work in a similar fashion, that they increase sensor coverage by 
considering the virtual attractive and repulsive forces exerted on each sensor node by 
neighbor nodes and/or obstacles (if any). However, these works only consider ho-
mogeneous sensing model (i.e. sensors need to have an identical sensing capability), 
while in this paper, we address the problem of deploying heterogeneous sensor net-
works. Besides, VFA assumes all sensor nodes are able to communicate with their 
cluster head which is responsible for calculating sensor movement and the target 
location. In [6], three simple protocols for enlarging sensor coverage in a target area 
are presented. Unfortunately, the authors in [6] offer a computationally expensive 
algorithm as they fail to indicate that the minimum enclosing circle problem can be 
found in O(n) time, where n is the number of points in the plane [2]. We have pre-
sented in [8] an improved version of the Minimax algorithm, called MEC (Minimum 
Enclosing Circle-based algorithm), by adopting a simple O(n log n) algorithm pre-
sented in [5] to compute the minimum enclosing circle instead. Besides, all the three 
protocols given in [6] disregard some primitive problems in wireless sensor network. 
In [8], we have presented an ISOGRID algorithm for autonomous deployment of 
mobile sensor networks. The principle is to redeploy the sensor nodes such that the 
communication graph approximates the layout of an isometric grid. Upon an initial 
random placement of sensor nodes, the algorithm iteratively computes node move-
ments to enhance sensing coverage and avoid obstacles while ensuring sensor  
connectivity. 

In this paper, the sensing regions are modeled as circular discs of variable sensing 
ranges. The problem of placing these circular discs on a field is intuitively trans-
formed to the circle packing problem. A circle packing is a configuration of circles 
with specified patterns of tangency. [9] The central issues of the topic concern con-
nections between the combinatorics of packings and their geometries, the variety 
among packings sharing combinatorics, computational methods, and connections with 
analytic function theory and conformal geometry. The study of circle packings was 
started by William Thurston in his famous notes. [10] Circle packings are comput-
able, so they are introducing an experimental, and highly visual, component to re-
search in conformal geometry and related areas. We adopt a circle packing algorithm 
to solve the sensor network coverage problem. For simplicity, we ignore the presence 
of obstacles and assumed all sensor nodes initially form a connected communication 
graph, i.e. there is no isolated node. We further assume that the communication graph 
can be transformed to some triangulations representing the geometric relation among 
the sensor nodes. Our problem is given a set of sensors and their maximum sensing 
ranges, find a deployment and the required sensing range of each associated sensor to 
give a large and connected coverage region. The central existence result derives from 
circle packings with certain extremal properties and these packings are called maxi-
mal packings. Given a set of combinatorics and boundary conditions, the maximal 
packing is univalent and essentially unique. Therefore, we can always find the mini-
mum sensing range required for every interior node satisfying the boundary and pack-
ing conditions. Though an extension from tangency packing to overlap packing, the 
interstices of triples (which represent coverage holes) can be eliminated. As the circle 
packing algorithm utilizes only the local information about a sensor node and its 
neighbors, this module can be executed in a decentralized framework, and thus it is 
computationally efficient and scalable. Based on a number of simulation experiments, 
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we have verified that the proposed algorithm always yields sensor deployments of 
wide coverage and desired topologies while setting all interior sensor nodes to their 
minimum required ranges. 

2   Circle Packing 

2.1   Preliminaries and Notations 

We will adopt some notations in [9] to make the statements coherent. A hierarchy of 
circle packing structure consists of several levels of components, namely circles, 
triples, flowers and packings. The coordinates of circle centers refer to sensor node 
positions and radii refer to the corresponding sensing ranges. Here, all tangencies are 
referred as the external ones, each circle lying outside the disc bounded by the other. 
The fundamental units of the patterns are mutually tangent triples of circles (we will 
refer them as triples, for short), with each triple forming a triangular interstice (cover-
age hole). Triples are important to the rigidity associated with circle packings. The 
next level of circle packing structure is the flower F, consists of a central circle and 
some number of petal circles, the chain of successively tangent neighbors. The  
number of petals defines the degree k of the central circle. The condition that every 
circle has such a flower is a local planarity condition that we will enforce on all our  
packings.  

Triangulation complex K: The tangency patterns for circle packings are encoded as 
abstract complexes K, which represent the triangulations of oriented topological sur-
faces. K is a combinatorial object, with no metric and no geometry. K has a finite 
number of vertices, edges, and faces.  The vertices of K are of two types, interior and 
boundary. If u and v are neighboring vertices (i.e. >< vu,  is an edge of K) we write 

vu ~ . A vertex v and its neighbors form a combinatorial flower, 
},,,;{ k21v vvvvF L= : The petals vj are listed in counterclockwise order about v with 

j1j vv ~+ ; k is the degree of v, deg(v). When v is interior, the list of petals is closed; 

writing 11j vv =+ , v belongs to the k faces },,,:,,{ k21jvvv 1jj L=>< + . A sensor 

network topology is generally not a triangulated planar mesh. However, we adopt 
Delaunay triangulation to define a triangulation of communication graph. Compared 
to any other triangulation of the points, the smallest angle in the Delaunay triangula-
tion is at least as large as the smallest angle in any other. As it is desirable to avoid 
narrow triangles, we consider it as the best choice among all conventional triangula-
tion approaches. In Section 3, we will discuss an Obtuse-Angle Pruning to revise the 
complex K by trimming some boundary triangles of the Delaunay triangulation to 
improve the deployment result. 

Circle packing P: A collection }{ vcP =  of circles is said to be a circle packing for 

a complex K if i) P has a circle cv associated with each vertex v of K, ii) two circles 

vu cc ,  are externally tangent whenever >< vu,  is an edge of K, and iii) three circles 

wvu ccc ,,  form a positively oriented triple whenever >< wvu ,,  forms a positively 

oriented face of K. 
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Radius label R: R is a collection {R(v)} of positive numbers associated with verti-
ces v of K, where R(v) represents the radius of circle cv. It refers to the assigned values 
of sensing ranges over the set of sensor nodes.  

Angle sums )(vRθ : For each triple of radii ri, rj and rk, the Law of Cosines gives 

the angle α in a corresponding triple of circles.  
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If we add these individual angles over the k triples involved, we get the angle  
sum )(vRθ  for this label at v. Suppose },,,;{ k21v vvvvF L=  is the flower for v in K. 

Vertex v belongs to m faces, where m=k if v is interior and m=k-1 if v is boundary. In 
a flower having central label r and petal labels { }k21 rrr ,,, L , the angle sum is given 

by the following summation formula, where m=k and rk+1=r1 if the flower is closed, 

and m=k-1 otherwise: ∑
=

+=
m

1j
1jjk21 rrrrrrr ),;(),,,;( αθ L . A label R is termed a pack-

ing label for K if the angle sum )(vRθ  equals to 2π for every interior vertex v. The 

packings we intend to compute are guaranteed by the fundamental existence and 
uniqueness result: for a complex K with defined radius labels on the boundary verti-
ces, there exists a unique packing label R for K with such that the labels on the 
boundary vertices conserve. That is, given a set of fixed radii of all boundary vertices 
of K, there exists a unique circle packing (and the corresponding label R) such that the 
angle sum θ equals to 2π for every interior vertex of K. Then, we can define the circle 
packing problem as follows: 

PROBLEM DEFINITION Circle packing problem: Given a complex K and the radii of 
all boundary vertices, compute the radii of interior vertices of the corresponding circle 
packing for K.  

2.2   A Circle Packing Algorithm 

The central issue of our circle packing problem is to adjust the radii of interior circles 
until all their angle sums approach 2π, which is the packing condition. One important 
observation inspires how we should adjust the radii of the central circles to achieve 
the packing condition: the angle sum ),,,;( k21 rrrr Lθ  is strictly decreasing in r. 

Suppose the radii of the petals are fixed. When the central circle radius increases 
from, the angle sum θ decreases. This monotonicity suggests that a strategy to adjust 
R(v) to decrease the difference )(v2 θπ −  for circle cv: decrease R(v) if πθ 2v <)( ; 

increase R(v) if πθ 2v >)( . The strategy can be implemented in an iterative fashion. 

Given an interior vertex v we would ideally replace its current label r with that unique 
label r  which gives angle sum 2π at v. However, we cannot yield a guaranteed stabil-
ity without a proper choice of step size for the adjustment of R(v). [9] gave another 
geometric monotonicity which suggests a very efficient estimation of unique label r . 
When we compare the current k-flower F for v with a “uniform neighbor” model F’, 
meaning a k-flower F’ with label r for v but with petal labels set to a constant r’  
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chosen so that the angle sum θ  is the same in F’ as it is in F. The beauty of the model 

F’ lies first in its simple computations. Then, 
k2rr

r θ
sin

'

' =
+

. Let )sin(
k2

θβ = where 

k is the number of petals (i.e. degree of the central circle). Then, we have  

r
1

r ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−

=
β

β
' .             (1) 

Now, the strategy is to replace r by a new central circle of radius ρ. The k-flower F
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has uniform neighbors of radii r’ and central circle of radius ρ, and angle sum θ pre-
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The new label always lies between r and the unique label r . Therefore the strategy is 
conservative: it changes r in the correct direction yet never overshoots. In summary, a 
circle packing algorithm based on the uniform neighbor model is as follows: 

 Step 1. Initialize R: set boundary radii to assigned values, set interior radii 
to arbitrary values. 

 Step 2. For each interior circle cv: 
  2.1 Compute the interior angle sum )(vRθ  using the law of cosines 

  2.2 Replace R(v) by ρ as defined in equations (1) and (2). 
 Step 3. If εθπ <− )(v2 R  for all interior circles, where ε is a predefined 

threshold, then stop. Otherwise, go to Step 2. 

3   Active Sensor Network Deployment Using Circle Packings 

3.1   Obtuse-Angle Pruning 

The uniqueness of a certain circle packing result depends on the associated triangula-
tion of the network. However, in circle packing, boundary condition plays an  
important role in controlling to resultant coverage size and shape. The Delaunay tri-
angulation always yields a convex mesh with the vertices of convex hull as boundary 
and this highly constrains the circle coverage size. Therefore, we propose an Obtuse-
Angle Pruning method to reform the triangulation and increase the number of bound-
ary vertices. The idea is simple but efficient: prune boundary edges if the associate 
triangle is obtuse at the opposite angle (angle opposite to the candidate boundary 
edge). Whenever an eligible edge is trimmed, the third vertex of the associated trian-
gle turns to a boundary one and so the number of boundary vertices is increased by 
one. However, there are a few points to notice. First, the pruning process should be 
done one by one on the boundary vertices. Different choices of the starting vertex 
would sometimes lead to different resultant boundaries. However, it does not affect 
the performance of the algorithm because our aim is merely to enlarge the boundary 
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set. Second, to make sure the resultant complex K is a simply connected triangulated 
mesh, we should not prune an edge with any of its both end vertices of degree<2. 
Moreover, we should not prune a candidate boundary edge if its third vertex in the 
associated triangle is already a boundary vertex. This can ensure the boundary edges 
always form a single enclosing loop with no crossover. The Obtuse-Angle Pruning is 
described as follows: 

Start from any boundary vertex vcurrent. 

Step 1. vnext denotes the next boundary vertex in anticlockwise sense and 
  vmiddle denotes the third vertex in the associated triangle of boundary 
  edge <vcurrent, vnext>. If i) deg(vcurrent)>2, ii) deg(vnext)>2, iii) triangle 

  <vcurrent, vmiddle, vnext> is obtuse at vmiddle (i.e. o90vvv nextmiddlecurrent ≥∠ ) 

  and iv) vmiddle is not a boundary vertex, then prune boundary edge 
  <vcurrent, vnext> (i.e. delete triangle <vcurrent, vmiddle, vnext>). Set vmiddle as 
  the next boundary vertex vnext and repeat this step again. Otherwise, 
  go to Step 2 

Step 2. Set vnext as the current boundary vertex vcurrent. If vcurrent equals the 
  starting vertex, then end. Otherwise, go to Step 1. 

3.2   Overlap Packings 

The central idea of circle packing problem is to adjust the radii of all interior circles to 
achieve the packing condition. Circle centers turn out to be secondary data. The geo-
metric realization of a labelled complex K(R) can be done by fixing the coordinates of 
one circle and one of its neighbour, then the rest are consequently defined by the 
tangency relationships (Fig. 2(a)). The circle packing problem deals with tangency of 
triples and so interstices always exist. However, in sensing coverage problem, inter-
stices are referred as coverage holes which are undesirable. Thus, we now discuss the 
overlap packing problem to eliminate the interstices. The notion of overlap angle 

),( jiij ccφφ =  suggests an index to measure the extent of overlap between two circles 

of euclidean centers zi, zj and radii ri, rj, and its formula is 

ji

2

ji
2

j
2

i1
ij rr2

zzrr −−+
= −

)(
cosφ .   (3) 

In tangency case, the sides of triangle of any triple equals to the sum of two radii, i.e. 

jiji rrzz +=−  for all ji vv ~ , and therefore the overlap angle always equals π. In 

overlap packing case, we reduce the relative distances among the centers (which in 
turns scale down the sizes of triangles) by certain scaling factor so that the interstices 
disappear. Let ),( 10∈α  be a scaling factor for a triple <c1, c2, c3> with packing label 

r1, r2, r3 to form its geometric realization, i.e. 

)( jiji rrzz +=− α , 321ji ,,, = and ji ≠ .   (4) 

Denote the three overlap angles of triple >< 321 ccc ,,  as ),( 2112 ccφφ = , 

),( 3223 ccφφ =  and ),( 3113 ccφφ = . As shown in Fig. 1, the interstice vanishes if and 
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only if the summation ∑φ  of these three overlap angles is smaller than or equal to 

2π, i.e. 

πφφφφ 2132312 ≤++=∑ .                (5) 

(a) (b) (c)  

Fig. 1. Inversive distance triples: (a) Interstice exists ∑φ>2π (b) Interstice just vanishes ∑φ=2π 
(c) Interstice does not exist∑φ<2π 

The optimal scaling factor for a triple to precisely vanish its interstice ( πφ 2∑ =  

Fig. 1(b)) depends on the ratios among the three radii. Moreover, it is impractical to 
impose different scaling factors for different triples, because that would cause inco-
herence in overall circle placement. Therefore, we should apply a proper scaling fac-
tor ),( 10∈α  globally over the entire mesh and make sure the selected α is small 

enough to eliminate all interstices.  

Theorem 3.1. The smallest scaling factor required to vanish the interstice of any triple 

is 
2

3
. 

We have skipped the proof here due to the limited number of pages. Taking 
2

3=α  

globally over the entire mesh can yield a set of sensor node positions for complex 
K(R) while eliminating all interstices. Fig. 2 shows an example of geometric realiza-
tions obtained from conventional tangency packing and its overlap packing.  
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Fig. 2. (a) Tangency circle packing and (b) its overlap packing with 
2

3=α  
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3.3   Circle Packing Deployment Algorithm 

In this subsection, we will summarize the circle packing and overlap packing strate-
gies and describe the detail implementation of these approaches on the sensor network 
deployment problem. We first give the underlying assumptions: 

1)  At the beginning, the sensor nodes are randomly located (on a target region if 
 applicable) while the communication graph is remained connected. 

2) Each sensor node is capable in broadcasting its position and obtaining the 
 relative distances and orientations and sensing range of its neighbors. 

3) Each sensor node has a upper limit of sensing range and is capable to adjust 
 its sensing range power. 

Our central idea is to employ the circle packing result to calculate the required sens-
ing ranges of each associated sensor node. A triangulated mesh describing the  
communication graph is generated upon a given initial deployment using Delaunay 
triangulation. Then, we use the Obtuse-Angle Pruning to increase the boundary size 
of the combinatorics complex K. The radii of the boundary circles will first be as-
signed as half of the maximum sensing ranges of the corresponding sensor nodes and 
gradually increase them to the maximum level. The radii of the interior sensing circles 
will be recursively calculated using the circle packing algorithm such that the packing 
condition is achieved while the communication graph is preserved as K. Note that if 
any calculated sensing circle radius exceeds the maximum range of the sensor, it 
means the required radius for that particular sensor cannot be achieved by its sensor 
node and the radius should be bounded to its maximum range. Next, the new position 
of each sensor node will be defined by the geometric realization of labeled complex 

K(R) with overlap scaling factor 
2

3=α . A new complex K will be defined by the 

newly obtained deployment and the whole process should be executed iterative until 
equilibrium state is reached. The Circle Packing Deployment Algorithm is summa-
rized as follows: 

Step 1: Set maximum number of iterations and threshold to determine if deployment 
has reached equilibrium. 

Step 2. Define the triangulation complex K base on current sensor node positions. 
Step 3. Increase the number of boundary vertices using the Obtuse-Angle Pruning 

method. 
Step 4. Set the sensing range radii of boundary vertices to any arbitrary level in the 

first iteration. Then gradually increase them to their upper limits in succes-
sive iterations. 

Step 5. Execute the Uniform Neighbor Model Circle Packing algorithm on each 
interior node in a distributed sense to find its sensing range radius. Bound all 
sensing ranges to their upper limits. 

Step 6. Deploy all sensor nodes based on the circle packing result and take 
2

3=α  

to ensure no coverage hole exists in the connected coverage region. 
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Step 7. Go to Step 2 if movement of sensor nodes is greater than the threshold (i.e. 
equilibrium not reached) and maximum number of iterations is not reached. 
Otherwise, end. 

4   Simulation Examples 

4.1   Example 1 

We have implemented the proposed algorithm in Matlab to verify the approach and 
demonstrate its performance. In this example, we illustrate the capability of the pro-
posed algorithm in deploying a large set of sensor nodes efficiently. 1000 sensor 
nodes are initially randomly located as shown in Fig. 3(a). The purple dots denote the 
boundary sensor nodes and the blue ones denote the interiors. Fig 3(b) shows the final 

deployment while taking the overlap scaling factor 
2

3=α . 
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Fig. 3. Example 1: (a) initial random placement (b) final deployment result 

4.2   Example 2 

In this example, we compare the deployment results obtained by two different bound-
ary vertices definitions. In Fig. 4(a), the yellow boundary nodes are defined by the 
vertices of the associated convex hull. In Fig. 4(b), the boundary nodes are defined 
using the Obtuse-Angle Pruning method. The number of boundary vertices dramati-
cally increases from 14 to 73. The sensing radii of these boundary vertices are first set 
to be half of their corresponding maximum ranges, and then gradually increased to  
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Fig. 4. Initial placement and boundary using (a) convex hull and (b) Obtuse-Angle Pruning 
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Fig. 5. Final deployments using (a) convex hull (b)-(c) Obtuse-Angle Pruning boundary 

their maxima. After a few iterations, the circle packings reach the equilibrium and the 
final deployment results (with and without Obtuse-Angle Pruning) are shown in  
Fig. 5(a) and (b) respectively. The associated sensing area in Fig. 5(b) is over 11 
times of that in Fig. 5(a). Fig. 5(c) is the overlap packing deployment result. 

5   Concluding Remarks 

This paper addresses the problem of autonomous deployment of active sensor net-
works. Upon an initial random placement, a triangulated mesh describing the 
neighboring relationship among the nodes is generated and refined by Obtuse-Angle 
Pruning to increase the number of boundary nodes. We have employed Uniform 
Model Circle Packing algorithm to find the radius of each interior sensing circle. 
Then, the geometric realization of the circle packing result is done by fixing one node 
and one of its neighbor via overlap packing. We have given a global scaling factor of 

2

3=α  which can always vanish interstices of any triple which represent coverage 

holes. We have implemented the algorithm in Matlab and demonstrate its perform-
ance with a number of simulation examples. We have verified that the proposed algo-
rithm always yields sensor deployments of wide coverage and minimize the sensing 
range required for every interior sensing node. 
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Abstract. Sensor Networks are heavily resource-constrained but nevertheless 
demand for generic flexible and efficient solutions to improve application de-
velopment. By looking at the network as a collection of services, a user or a 
network node can use Service Discovery to browse locate and use the available 
services on the network. Moreover, Service Discovery besides enabling connec-
tion to external computer networks and interconnection between WSNs would 
simplify network self-organization and self-configuration. This paper proposes 
a simple solution for Service Support in WSNs based on Directed Diffusion. 
This paper addresses issues like efficiency, network interconnectivity, mobility 
and scalability. Preliminary simulation results show acceptable performance in 
distributed mode and point out the importance of good MAC and transport  
support.  

Keywords: Wireless Sensor Networks, Service Discovery, Directed Diffusion. 

1   Introduction 

Recent technology advances in networking and embedded systems have enabled the 
research and development of new devices characterized for their communication 
ability, small size, sensor capabilities and programmability. Attracting much attention 
from the scientific community, a main goal to attain is to use these devices to build 
wireless sensor networks, long-lived, self-organized and disposable networks for a 
myriad of applications. 

Sensor networks are data-centric, and thus, service discovery comes as a natural 
solution to this area. By looking at the network as a collection of services, a user or a 
network node can use Service Discovery to browse, locate and use the available ser-
vices on the network. Moreover, Service Discovery easily enables connection to ex-
ternal computer networks as well as interconnection between WSNs. It can play a 
very important role in dynamic self-organization and self-configuration by allowing 
nodes to locate and use services to configure itself, as well as locate other services 
required for its normal operation. 

Service discovery is a well studied topic in computer networks. However, the al-
ready proposed solutions cannot be directly applied in WSNs as they require memory, 
processor and bandwidth characteristics which sensor networks hardly can provide.  

The protocol architecture and service information maintenance, the service access 
support, the service description schema, service browsing and discovery model can be 
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identified as the major aspects that characterize a service discovery solution. The 
architecture defines the relation between the several protocol entities and can be clas-
sified as distributed, centralized or hybrid. Service information maintenance is closely 
tied to the architecture and is concerned to how and where service information is 
maintained in the network. Service access is related to the support offered by the 
protocol to the connection establishment between a service client and a given server. 
Service description concerns the naming schemes applied to the services and the 
structures that contain the services information. Service browsing is associated to the 
capability of discovering available services on the network with few or no service 
information known beforehand. Finally, the service discovery model refers to the way 
in which services are discovered. This can usually be a process initiated by the service 
announcer (push model) or by the requester (pull model). 

NanoSLP [1] is one of the few proposals in this area. It is based on the IETF Ser-
vice Location Protocol [2] and provides a very simplified version of it, adequate to 
WSN constraints. It is, however, a preliminary approach in the scope of the NanoIP 
[1] project, and still requires some amount of study concerning its functionalities and 
results. Two proposals for integrating Service Discovery are presented in the context 
of the EYES framework [3]. The first is a classical approach based on the description 
of services using simple identities and one-to-one communication. It is integrated 
with the routing protocol and lightweight but does not, however, address some issues, 
like service browsing.  The second one is based on the publish/subscribe model and 
data-centric routing protocols and considers interfacing with external networks. Dis-
tributed service directories for increased performance and scalability are also pro-
posed for both solutions. 

Other projects [4], [5], [6], [7] are also of interest as they use the service paradigm 
to simplify interconnection between sensor networks and exterior networks based on 
IP overlay networks. 

Application-related naming schemes are often employed, enabling functionalities 
similar to those provided by Service Discovery (e.g. network queries). In this context, 
sensor nodes are viewed as something which can provide or process information of a 
given type, which is virtually the same as considering sensor nodes as simple service 
providers. There are, some interesting developments in this area [8], [9], [10], [11], 
[12] which propose mechanisms for nodes to specify their interests on certain kinds of 
data, to which matching sensor nodes respond with the requested information. These 
solutions enable data fusion, mitigating problems like message implosion and  
overlapping. 

Current service discovery solutions in WSNs tend to consider only subsets of the 
main SD aspects and are mainly focused on simplified versions of IP-based protocols. 
On the other hand, application related naming schemes are mainly concerned with 
data diffusion and imply a smaller abstraction level than the one provided by the ser-
vices paradigm and do not really consider important issues like connection to the 
outside world and bidirectional data flow. 

The goal of this work is to propose TSD, a Tiny Service Discovery solution for 
WSNs which allows nodes to easily discover, locate and announce services, providing 
a standardized abstraction to enable simple interoperability between heterogeneous 
nodes as well as interconnectivity with heterogeneous networks and the outside 
world. 
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The remainder of this paper is organized as follows: the main issues in Service 
Discovery are discussed in section 2, along with the proposed solutions. In section 3, 
an overview of the developed architecture is highlighted. Section 4 briefly covers 
preliminary protocol simulation and the main obtained results. Finally, section 5 con-
cludes the paper and defines topics for further research. 

2   Service Discovery Design in Sensor Networks 

The various different aspects of service discovery need careful study in order to spec-
ify a suitable protocol for wireless sensor networks 

The proposed approaches to the main issues related to the design of a suitable ser-
vice discovery protocol for WSNs are discussed in the following subsections. 

2.1   Service Discovery Protocol Architecture  

Many sensor networks are characterized by flat topologies which offer simplicity, but 
in certain applications may hinder scalability and efficiency. Structured topologies 
can mitigate these issues by introducing central nodes organized in a hierarchical 
manner, forming clusters and backbones, but often imposing restrictions on mobility. 

To handle both topologies types, TSD offers support by providing two different 
approaches. Flat topologies call for fully distributed solutions where service informa-
tion is spread over all service providers in the network. On the other hand, in struc-
tured topologies, service directories are taken into account. Service directories can 
take advantage of the presence of backbone nodes and cluster heads by providing 
central service information repositories. This centralized approach may produce less 
traffic, but arises several other issues, such as self-organization of the central overlay 
and directory updates. 

By caching service information from other service directories, traffic between cen-
tral nodes can be reduced. Furthermore, cached information can also be used to iden-
tify paths to certain service types and forward queries to particular network areas or 
nodes instead of flooding it. 

In addition to the services provided by individual sensor nodes, many services are 
associated with sensor networks as whole, or with regions within. These services are 
the ones more relevant to the outside. Taking advantage of the fact that nodes inter-
facing with the exterior are usually less restrained devices, in TSD these nodes act as 
gateways. The network services can thus be coherently announced to the outside as if 
they were provided by the gateway nodes themselves. 

Services may also span multiple sensor networks. This functionality is assured by 
the usually called bridge node, which propagates service discovery messages between 
two connected neighbor networks according to rules defined by the protocol as to 
restrain uncontrolled message propagation. 

2.2   Service Discovery Component Architecture  

To avoid wasting resources, the protocol should provide independent modules, so that 
the various nodes in the network only to store and run the protocol components they 
actually need. 
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Integration with lower layers is also of importance. Using a data-centric routing 
protocol can have great impact in the protocol design, since it provides basic service 
discovery functionalities. In this context, Directed Diffusion [13] comes as a good 
candidate to support TSD. Since packet loss and packet retransmission imply addi-
tional energy consumption, providing congestion control and reliable transport can 
also be of importance. 

2.3   Service Discovery Protocol 

The protocol must be extremely streamlined, providing means to convey the neces-
sary information with the least and smallest messages possible. Apart from efficiency, 
there are many issues the protocol has to address which can be divided in two catego-
ries: distributed and centralized. 

Centralized Approach. Service directories maintain information about the services 
provided in their neighborhoods and can be contacted by local nodes and other service 
directories to provide requested service information. Periodic queries are the usual 
way to update service directories. However, they often imply the transmission of 
time-redundant data, and so, resource waste. It is preferable to have new nodes an-
nouncing their arrival to the network than waiting for the service directory to find 
them, letting the network react quickly to those arrivals. To detect node departure, 
every sensor node provides a special service: the heartbeat. Each node periodically 
sends a very small message indicating the service directory he is alive and well. In the 
same fashion, the service directory periodically broadcasts its presence, so that mov-
ing nodes may dynamically associate themselves to new service directories. 

The use of the push model (requesting information) combined with the pull model 
(send announcements to the network), minimize the need for periodic messages.  

Using the service directory in local queries has the advantage of producing a single 
response and the disadvantage of establishing non-optimal paths. As the number of 
service data packets is usually a lot larger than the SD protocol exchange, it is impor-
tant that the path connecting client and server is optimized. Nonetheless, the service 
directory can answer in the place of nodes to which the request did not arrive. How-
ever, if the query is for service types (browsing), matters are different, since a node 
only wishes to know the types of the available services, for which the service direc-
tory has a prompt answer. 

Depending on the query scope is, the local service directory may forward the re-
quest to other service directories and aggregate their responses. 

Distributed Approach. In distributed mode, each sensor node announces its own 
services. A combination of the push and pull models is once more proposed. In this 
manner, a node joining the network announces its services so anyone interested can 
react accordingly, and a requester can send a query to the network when he sees fit. 
This allows good response to mobility while generating as little traffic as possible. 

Common issues. As efficiency is a paramount requirement, the SD protocol must 
guarantee it by reducing protocol traffic as much as possible. Using attributes and 
operators in the queries and announcements can make them very flexible, optimizing 
the number of responses and their size. As responses converge on the requester node, 
data aggregation can be used to combine certain responses. 
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Since the connection to the outside is a requirement, there is usually a trade-off  
between interoperability and energy efficiency. IP-based protocols are usually unsuit-
able for resource-constrained WSNs and inefficient even when simplified. Interopera-
bility can thus be assured at a higher level by the less resource-restricted gateways 
nodes. 

To maintain scalability support, discoverability has to be sacrificed. Scopes have to 
be defined to avoid uncontrolled network floods. In this manner, queries and an-
nouncements will have a maximum number of hops they can travel, restraining net-
work traffic, but also limiting the obtained results. 

2.4   Service Browsing  

A user may want at any time to check the available services in order to decide which 
services to use. Inside a sensor network, browsing may not be so important, as com-
munication is machine to machine. However, if a node is a little more flexible and can 
operate according to the available services, then it can take advantage of service 
browsing in order to select which type to use. 

2.5   Service Access 

The common solution concerning service access is to simply provide all necessary 
information for the service client to connect to the server. Nevertheless if a node que-
ries the network for a given service, then it will most likely want to access it. In this 
manner, when indicated in the query, the SD protocol can use the underlying routing 
protocol to set-up paths and connect the service providers to the requester.  

Directed Diffusion sets paths only from the source to sink. Instead of one-way data 
flows, a service may present some interactivity, and so, messages may flow in both 
directions. Messages from the service user can be treated as regular queries, which 
may flood the network. However, as data travels to the requester, nodes in its path can 
temporarily cache information about the data and the sources from which they re-
ceived it. Using this information, matching queries from the requester can be for-
warded trough the inverse path. 

2.6   Service Description 

For maximum flexibility and simplicity, services are described as sets of attributes, 
which in turn are identifier/value pairs. Matching can thus be done with operators in 
an efficient and powerful manner. Service types organized in a semantic hierarchy 
provide the most expressive approach. It enables powerful service description and 
service browsing by allowing for nodes to lookup services of a given type or sub-
types. Service types have a unique identifier in order to avoid the need to use the 
whole path in the hierarchy, and thus produce smaller protocol messages. 

Finally, some services may have little interest to the outside of the network. On the 
other hand, other services may exist only to be exported to the outside of the network. 
In this context, the service description must contain an attribute which indicates if the 
gateways should export the service to the outside or not. 
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3   TSD Architecture 

From the point of view of the proposed architecture, we consider four different enti-
ties: service providers; service requesters; service directories; gateways and bridges. 
As depicted in figure 1, service providers and requesters can be organized in groups, 
each group with its own service directory. The sensor network is connected to the 
outside through a gateway and may be connected to other sensor networks through 
bridges. Alternatively, in case the sensor network has a flat topology, service directo-
ries may not be present. 

A service provider, as the name indicates, presents services that other nodes in the 
network can use. It announces its services when joining the network and it is able to 
respond to queries matching local services. 

A node which uses services is a service requester. It is able to browse the network 
by sending queries for available service types, to obtain information on services 
matching a given description, and to access services. It can also use services in the 
network as part of services he provides himself. In this case, the node is also a service 
provider. 

Service Directories keep track of the services provided in their vicinity by receiv-
ing the announcements of new nodes, and periodically check whether or not regis-
tered services are still available. 

The gateways act as points from which users access the network, providing the 
functionalities of the usual sink nodes by collecting sensor data and issuing com-
mands and request to nodes in the network. 

Bridges interconnect independent sensor networks by simply forwarding service 
requests and announcements (as well as data) between them in a controlled manner. 

 

Fig. 1. TSD network architecture 

In Directed Diffusion gradients are associated to a value which describes the data rate 
to each neighbor for a given data type. In our protocol, a message should not be for-
warded by several different paths, since the underlying transport protocol should 
assure packet delivery. The gradient is thus used to select one preferred path and can 
be updated using feedback from the transport protocol. For equal gradients, paths will 
be chosen in an alternating manner, playing in favor of uniform energy consumption. 
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Protocol messages are sets of attribute type, operator, value tuples. Similarly to 
SCADDS [14], two types of attributes are considered: actual, which define actual 
values like the type of a service in a service response; and formal, which specify the 
values of attributes that define what we are looking for. Matching occurs when the 
formal attributes of a query match the correspondent actual attributes of a service 
description. A response to a query contains only the attributes present in the query, 
allowing in this manner selective access to information. 

Actual attributes are identified by the use of the operator IS followed by the actual 
value of the attribute. Greater Than (GT), Less Than (LT), Greater and Less or Equal 
(GE and LE), Equal (EQ) and Different (NOT) are used to define formal attributes. 
ANY is also an operator which defines a formal attribute. It indicates that its value is 
not restricted, but should be present in the response 

Attribute types have implicit data types. If a node receives a query containing an 
unknown attribute type, there is no possible match, and so the node acts accordingly. 

The Service attribute identifies a service type. This is obviously an actual attribute 
of service descriptions and responses and a formal attribute in a query. HOPS is an 
optional actual attribute which can be used to specify the maximum scope of propaga-
tion for a given query or announcement. 

Type Attr.  Op. Val. Attr.  Op. Val. Attr.  Op. Value … 
Query Service EQ Temperature Hops IS hop_number, 

max_hops 
… … … … 

4 bit 8 bit 4 bit 16 bit 8 bit 4 bit 12 bit 8 bit / string 
size 

4 bit value type size … 

Fig. 2. Example protocol message structure 

4   Simulation and Results 

To perform a preliminary protocol analysis, its behavior was simulated using Glo-
MoSim [15]. A simple scenario1 was defined to study protocol traffic, effectiveness 
and efficiency in distributed, without node mobility, consisting of 10 to 50 nodes 
providing four different service types uniformly distributed. Once per hour, a node 
would then browse the network, and, according to the results, request access to a 
given randomly selected set of services based on node location.  

Simulation parameters were based on 802.14.5 radios using TSMA [16] MAC and 
a simple upstream transport protocol based on implicit acknowledgements. MAC and 
transport overhead in terms of energy and protocol traffic are not considered in the 
results. For each set of parameters five simulation runs were performed to obtain 
statically correct results. Finally a simplified version of the protocol using flooding 
was considered for comparison purposes. 

As expected, the protocol performs better than a simple flood based protocol in 
terms of energy and traffic efficiency, as illustrated in figures 3 and 4. The reference 
protocol produced from 637 to 830 bytes per node, while TSD generated traffic 
ranged from 551 to 637 bytes with little dependence of the number of nodes. As for 
delay, TSD presents considerable larger delays due to the transport protocol and its 
                                                           
1
 A sensor network providing temperature, luminosity, humidity and pressure measurements 
periodically accessed by a user to monitor climacteric conditions of a given area.  
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retransmissions. This, however, in not a major issue in WSNs. Success rate and dis-
coverability (rate between existing matching services and effective query results) are 
not dissimilar in both protocols. The flood-based protocol presented a discoverability 
of 92.6% to 73.6% while TSD values vary between 95.5% and 70.3%. Even using 
TSMA, as the number of nodes increases, the number of packet collisions grows dras-
tically, resulting in lost packets. As the TSD sends responses through single paths, 
packet loss affects severely its performance resulting in lower discoverability values 
than the flood-based protocol for larger networks. 

Even though overall results are acceptable, they should be largely improved in fu-
ture developments with the study of suitable MAC and transport protocols. 
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Fig. 3. Simulated energy results 

Delay

0

2

4

6

8

10

12

10 20 30 40 50

nodes

s
Flood

Dist

 
Fig. 4. Simulated delay results 

5   Conclusions 

This paper proposes the application of the service paradigm to wireless sensor net-
works. Service Discovery can play a very important role in self-organized and self-
configured sensor networks. It allows new nodes to easily discover basic configuration 
services, to locate services required for their operation and to announce their own  
services to the network. Generic solutions bring important advantages, not only by 
simplifying application development, but also, by providing a standardized abstraction 
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and enabling simple interoperability between heterogeneous nodes as well as intercon-
nectivity with heterogeneous networks and the outside world. The main issues in de-
signing a simple and efficient service discovery protocol, suitable for the constraints of 
sensor networks while maintaining all the functionalities were discussed and a solution 
was presented. 

As a preliminary performance analysis, the protocol behavior was simulated in dis-
tributed mode and compared to a service discovery protocol based on flood messages. 
Overall results were acceptable and the energy efficiency was evident. The impor-
tance of efficient MAC and transport protocols on the service discovery protocol 
performance is a major conclusion to be drawn. 

Finally, there is still much work left for future developments, namely the study of 
suitable MAC and transport protocols and synchronization mechanisms. Concerning 
result analysis, future work encompasses the study of the impact of aggregation; in-
verse paths and smart query forwarding; computation delays; service traffic; impact of 
scopes on discoverability; mobility; cluster formation and centralized operation. 
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Abstract. This paper targets the detection of the reach of events in sensor net-
works with faulty sensors. Typical applications include the detection of the 
transportation front line of a contamination and estimation of the region in for-
est fire. We propose an algorithm for detection the boundary of such events. 
Our algorithm is purely localized and thus is suitable for large scale of sensor 
networks. The computational overhead is low since the detection algorithm is 
based on a simple clustering technique which only simple numerical operations 
are involved. Simulation results show that our algorithm can clearly detect the 
event boundary when as many as 20% sensors become faulty. Therefore, our 
algorithm achieves a great improvement over the previous algorithms. In addi-
tion, our proposed detection algorithm can accept any kind of scalar values as 
inputs. It can be applied as long as the “events” can be modeled by numerical 
numbers. 

Keywords: Sensor networks, event boundary detection, fault tolerance. 

1   Introduction 

Wireless sensor networks are one of the most important technologies that will change 
the world [1] in that such networks can provide us with fine-granular observations 
about the physical world where we are living. Potential applications of wireless sensor 
networks include disaster rescue, energy management, medical monitoring, logistics 
and inventory management, and military reconnaissance, etc. With their capabilities 
for monitoring and control, the sensors are expected to be widely deployed. Such a 
network can provide a fine global picture through the collaboration of many sensors 
with each observing a coarse local view [7], [8].  

One important task of a typical sensor network is to monitor, detect, and report the 
occurrences of interesting events (e.g. forest fire, chemical spills, etc.) with the pres-
ence of faulty sensor measurements. These events usually span some geographic 
region and in many application scenarios the detection of the event boundary may 
become more important than the detection of the entire event region. A good example 
is the timely estimation of the possible reach of the contamination in a surveillance 
network monitoring the transportation of chemical spills in soil. However, individual 
sensor reading is not reliable. Filtering out the faulty readings and transmitting only 
the boundary information to the base station can save energy and become crucial in 
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sensor networks. In this paper we focus on the problem of detecting event boundaries 
in sensor networks with faulty sensors. 

However, event boundary computation is not trivial at all. The most significant 
challenge task comes from the strict resource limitation (battery power, bandwidth, 
etc.). The sensors in a sensor network are powered by battery and once the sensors are 
deployed, the battery may not be recharged or replaced. It is very energy consuming 
to allow a base station collect all sensor measurements and identify the faulty sensors 
and compute event boundary in a centralized fashion [5], [8]. Therefore, we have to 
seek localized and computationally efficient algorithms for each node to determine 
whether it is faulty or whether it is close to the event boundary. The existence of 
faulty sensors constitutes another significant challenge for event boundary computa-
tion. Sensor readings may be faulty due to hardware crash, security attack, or envi-
ronment disturbance. Thus a solid event boundary detection algorithm must be robust 
and fault-tolerant. 

Our major contribution is to provide a localized algorithm for fault-tolerant event 
boundary detection. The algorithm is basically based on our previously proposed 
clustering technique [10] to identify the faulty sensors and then, by extending the 
clustering technique, we can efficiently determine whether the sensors are located in 
the event boundary or not. 

This paper is organized as follows. We first briefly summarize the related work in 
Section 2 and some preliminaries, including the network model and useful notations, 
are presented in Section 3. A localized algorithm for fault-tolerant event boundary 
detection is proposed in Section 4. Performance metrics and analysis, and our simula-
tion results are given in Section 5. We conclude our paper in Section 6 with future 
work discussion. 

2   Related Works 

Intuitively, when a remarkable change in sensor reading is detected, something must 
have happened. If the change is present with a single sensor only, the sensor is faulty. 
If most neighboring sensors observe the same phenomenon simultaneously, an event 
occurs. This observation is explored in [3], [7], and [11]. But all of the related algo-
rithms in [3], [7], and [11] require only the most recent readings (within a sliding 
window) of individual sensors. No collaboration among neighboring sensors are ex-
ploited. The detector proposed in [7] computes a running average and compares it 
with a threshold, which can be adjusted by false alarm rate. In [11], the authors design 
kernel density estimators to check whether the number of “abnormal” readings is 
beyond an application-specific threshold. But none of these works can disambiguate 
faulty sensors and real event sensors since only observations from individual sensors 
are studied. 

The faulty sensors can also be detected through route discovery and update. In 
[12], the authors propose to trace failed nodes in sensor networks at a base station, 
which assuming all sensor measurements will be directed to the base station along a 
routing tree. In their work, since the base station has a global view of the network 
topology, the failed nodes can be identified through route update messages. In [9], 
nodes can listen-in on the neighbor to detect failed or misbehaving neighbors. In [13], 
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base stations initiate marked packets to probe sensors and rely on their responses to 
identify and isolate failed nodes. However, the above methods must rely on the rout-
ing or global topology information. 

Recently, Ding, Chen, Xing, and Cheng [4] proposed a different approach, which 
is based upon the statistics, to identify the faulty sensors and also detect the event 
boundary. Their major contribution consists of one localized algorithm for faulty 
sensor identification and one localized algorithm for fault-tolerant event boundary 
detection. Their algorithms can identify the faulty sensors from event sensors and 
detect event boundary by exploring the collaboration among neighboring sensors. 
Their proposed algorithm can also detect many kinds of misbehaving nodes, as long 
as the “abnormal behavior” can be modeled by real numbers. One of the most impor-
tant characteristics is that their algorithms do not need to rely on any routing or global 
topology information, thus provides better scalability and flexibility. 

In this paper, we propose a better fault-tolerant event boundary algorithm than the 
method in [4] in the boundary detection accuracy. The basic idea of our approach is 
using the clustering technique which is based upon the maximum spanning trees [10], 
[14]. In our approach, the difference of readings between any two sensor nodes is 
represented as the “distance” between them. For a set of sensors, we can use the dis-
tances among them to classify the sensors into two clusters according to the properties 
of maximum spanning trees [14]. By doing some computations, the sensors which are 
located on the event boundary can be identified. Simulation results show that our 
clustering algorithm can achieve more accuracy in event boundary detection than the 
previous result in [4]. In addition, it is obvious to see that our algorithm is localized 
and collaborated with the neighboring sensors. This means that our algorithm does not 
rely on the network topology information to identify the event boundary sensors. 

3   Network Model and Preliminaries 

Let there be a b × b squared field, denoted as P, which is located on the 2-
dimenstional Euclidean plane ℜ2. Throughout this paper, we assume that there is a set 
of n sensors, say S = {S1, S2, …, Sn}, which is uniformly deployed on P. We say that, 
according to [2], a sensor’s reading is faulty (abnormal) if it is different significantly 
from other readings of its neighboring sensors. Sensors with faulty readings are called 
faulty sensors. We use R to denote the radio range of sensors. Let xi denote the read-
ing of sensor Si. Note that xi is assumed to be the actual reading from sensor Si which 
can reflect the status of the environment, such as temperature, light, sound, and so on. 
Therefore, xi can be continuous or discrete. Let N(Si) denote a set of sensors that con-
tains the sensor Si and additional k sensors Si1, Si2, …, Sik which are located in the 
closed disk area centered at Si with radius R. We call N(Si) the neighborhood set of the 
sensor node Si. Note that N(Si) represents a closed neighborhood of the sensor Si. 

In the following, we are going to explain the meaning of events. For consistence, we 
use the definitions in [4] for events. Informally, an event can be defined in terms of 
sensor readings. An event, denoted by E, is a subset of ℜ2 such that readings of the 
sensors in E are significantly different from those of sensors not in E. A faulty sensor 
can be viewed as a special event sensor which contains only one point, i.e., the sensor 
itself. A point x ∈ ℜ2 is said to be in the boundary of event E if and only if each closed 
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disk area centered at x contains both points in E and points not in E. The boundary of 
the event E, denoted by B(E), is the collection of all the points in the boundary of E. A 
circle, as an example, is the boundary of the region bounded by the circle if the region 
is an event. Fig. 1 shows the meanings of events and event boundary. 

 

Fig. 1. The Event Boundary and N(Si) 

In order to detect the event boundary, a comparison between sensor Si and part of 
its neighboring sensors is done by checking their difference, say di, between the read-
ing of Si and the median reading of part of its neighboring sensors. If di is large or 
large but negative, then it is very likely that Si is close to the event boundary. Suppose 
that there are k sensor nodes (including Si), say S1, …, Si, …, Sk, lie in the closed disk 
centered at Si with radius R. In order to identify the event boundary sensors, the au-
thors in [4] compute the mean µ and standard deviation σ for the set D = {d1, …, di, 
…, dk}. Then, they standardize the dataset D to obtain {y1, …, yi, …, yk}, where yj = 
(dj - µ) / σ for j = 1,2,…k. After that, they compare the value of yj with a preselected 
threshold θ. If |yj| ≥ θ, then Sj is treated as an event boundary sensor. In order to in-
crease the accuracy of detection, some complicated procedures were proposed in [4] 
to verify the event boundary sensors. 

In this paper, we propose a different approach to identify the event boundary sen-
sors. The main idea of our approach is to partition a set of sensor nodes into homoge-
neous classes, called clusters. The homogeneity is expressed by some measure of 
dissimilarity between the readings of sensor nodes. Generally speaking, in a homoge-
neous partition, one wishes to minimize the maximum dissimilarity between elements 
of the same cluster. Therefore, we are looking to find a method to partition the sensor 
nodes into clusters such that the maximum dissimilarity of the readings of the same 
cluster is minimized. After the sensors are partitioned into clusters, the event bound-
ary sensors can be identified in an easy manner. For example, suppose that there are 
10 neighboring sensors around sensor Si and all of them (include Si) have been parti-
tioned into two clusters according to their readings. If one cluster contains 6 sensor 
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nodes and the other contains 5 sensors and the average readings of these two clusters 
are much different with each other, then we can say that sensor Si is very much likely 
close to the event boundary. Since our main goal is to identify the event boundary 
sensors, only two different clusters should be identified. Therefore, we use the maxi-
mum spanning tree clustering technique to classify the sensors into two clusters ac-
cording to their readings. In the following, we will briefly describe the clustering 
algorithm that based on the maximum spanning trees technique. 

Consider a sensor node, say Si, with reading xi. Suppose that the area centered at Si 
with radius R contains Si and additional k - 1 sensors. That is, the set N(Si) consists of 
k sensors, say S1, …, Si, …, Sk. Also suppose that the readings at the sensors in N(Si) 
are x1, …, xi, …, xk, respectively. Let αij = |xi - xj| denote the difference between xi and 
xj, where 1 ≤ i,j ≤ k. Note that αij can be viewed as the distance between sensors Si and 
Sj. Let MXST(Si) denote the maximum spanning tree constructed for N(Si) according 
to the distance measurement α. Since MXST(Si) is a bipartite graph [14], we can easily 
obtain two clusters of sensor nodes, say A and B. By comparing both the averaged 
readings of the sensors in clusters A and B, we can identify the sensor node Si whether 
is faulty or not. 

4   Localized Event Boundary Detection 

In this section, we describe our algorithm for localized event region detection. To 
detect an event region, it is suffices to detect the sensor nodes near or on the boundary 
of the event. Thus, our boundary detection algorithm is to identify the sensors which 
are near or on the boundary of the event. Our algorithm needs two phases: faulty 
sensors detection and event boundary detection. Since the faulty readings may influ-
ence the accuracy of boundary detection, we need to eliminate the faulty readings. 
After eliminating the faulty readings, our event boundary detection algorithm will 
identify the sensors which are near or on the boundary of the event. We use our previ-
ous proposed algorithm [6] for detecting the faulty sensors, and followed by our event 
boundary detection procedure to implement our event boundary detection algorithm 
which is listed as follows. Note that our algorithm is localized and every sensor node 
in the field can perform the same steps individually. 

Algorithm Event Boundary Detection 
Phase 1: This phase is for faulty sensors detection. We only execute the faulty sensors 
detection algorithm in [6]. The faulty sensors’ readings will be eliminated and the 
remaining readings are the input of phase 2. 
Phase 2: This phase is for event boundary detection. The procedure is described as in 
the following steps: 

Step 1: For each sensor Si, construct the neighborhood set N(Si).  
Step 2: Construct the distance matrix, α, where αjk denote the distance between any 
two sensors Sj and Sk in N(Si). 
Step 3:  Construct the maximum spanning tree, MXST(Si), according to α. 
Step 4: Partition the sensors into two clusters, say A and B, based on MXST(Si). 
Step 5: Compute the average readings for both clusters A and B, namely aveA and 
aveB respectively. 
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Step 6: If |aveA - aveB| ≥ θ, |A| ≥ λ and |B| ≥ λ, then assign Si to F, where F denotes 
the sensors that are detected as the event boundary sensors by our detection  
procedure. 

The output of our algorithm is the set F. 

5   Simulation 

In this section, we evaluate the performance of our algorithm. We compare the simu-
lation results with the previous results done by [4]. The simulation environment is 
described as follows. The simulation program is written by C language. The sensor 
network contains 1024 nodes in a square region of size 32×32 units with one sensor 
randomly placed within each unit grid. Without loss of generality, we assume the 
square region resides in the first quadrant and the coordinates of sensors are defined 
accordingly. Normal sensor readings are drawn from N(µ1,σ1

2) while event sensor 
readings are drawn from N(µ2,σ2

2). In our simulation we choose µ1 = 10, µ2 = 30, and 
σ1

 = σ2 = 1. Note that these means and variances can be picked arbitrarily as long as 
|µ1 − µ2| is large enough compared with σ1 and σ2. In our simulation, we simply im-
plement the algorithm proposed by [6] for the faulty sensors detection. For event 
boundary detection, our algorithm needs two thresholds, θ and λ. The usages of θ and 
λ are different: θ is for distinguishing the difference between two groups of readings 
while λ is for identifying whether the sensor is near or on the boundary of event. We 
use the settings in [4] as the settings of θ, which is listed in Table 1. In Table 1, the 
values of threshold depend on p, the probability that a sensor becomes faulty. 

Table 1. The settings of threshold θ 

p 5% 10% 15% 20% 
θ 1.96 1.65 1.44 1.28 

Here we present a brief examination on what value of λ is suitable for the event 
boundary detection. Let r denote the distance from the sensor Si to the event bound-
ary. If r is smaller than R/2, then the chance that sensor Si will be near or on the 
boundary of the event is high. In such case, it is reasonable to identify Si as an event 
boundary sensor. On the contrary, Si can be said not an event boundary sensor if r is 
larger than R/2. However, how do we know the distance from sensor Si to the event 
boundary? The answer is that we can measure the distance by knowing the number of 
sensors whose readings are different from the reading of Si. This can be explained by 
using Fig. 2. Fig. 2 shows the area of the closed disk of radius R centered at Si. With-
out loss of generality, we may assume that the portion of the boundary falling into the 
area is a line segment. Clearly, if B(E) does not intersect the area or the portion of the 
intersection is less than the shaded area in Fig. 2, it is very likely that Si may not be 
detected as a sensor on the boundary. Therefore, we only need to consider the number 
of sensors that falling into the shaded area in Fig. 2 to decide whether Si is on the 
event boundary or not. Let m denote the expected number of sensors falling into the 
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shaded area. It can be easily calculated that the shaded area is about 19.6% of the 
closed disk when r = R/2. The value of m depends on the average number of sensors 
falling into the closed disk centered at Si, which is called the density of the sensor 
network. In our algorithm, we let λ ≥ m to be a threshold to distinguish whether a 
sensor is close to or far away from the event boundary. For a sensor Si, if the number 
of sensors with different readings is larger than λ, we may say that Si is likely close to 
the event boundary. Otherwise, Si is likely far away from event boundary. Therefore, 
we can get a better performance by setting the value of λ. In the simulation, we use 
five different values of density with corresponding values of λ, as shown in Table 2. 

 

Fig. 2. The closed disk centered at Si with distance r to event boundary 

Table 2. The settings of λ 

Density 10 20 30 40 50 
m 1.96 3.92 5.88 7.84 9.8 
λ 3 5 7 9 11 

The simulation results are shown as in the following figures, each representing an 
averaged summary over 100 runs. To evaluate the performance, we compute the de-
gree of fitting and false detection rate that are also used in [4]. Let BA(E,r) denote the 
set of all points such that the distance of each point to the boundary B(E) is at most r. 
Then, the degree of fitting is define to be |BA(E,r) ∩ F| / |BA(E,r) ∩ S|. Intuitively, the 
degree of fitting is to examine how many sensors that are close to the boundary are 
correctly detected as event boundary sensors. Let A(E,R) denote the set of all points 
such that the distance of each point to the boundary B(E) is at least R/2. Define the 
false detection rate of F to the following quantity: |A(E,R) ∩ F| / |A(E,R) ∩ S|. This 
means that the false detection rate is to examine how many sensors not close to the 
boundary are detected as event boundary sensors. 
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We report the degree of fitting and the false detection rate vs. network density and 
vs. p, respectively, in Fig. 3 and Fig. 4. Fig. 3 demonstrate the performance of F with 
variable density when p = 0. We observe that increasing density in general can in-
crease both the degree of fitting and the false detection rate. This is due to that when 
we increase the density, we actually increase the transmission range R in our simula-
tion. Thus, more sensors will fall into the closed disk centered at a sensor. Therefore, 
in our algorithm, it will be more likely to identify a sensor close to the event bound-
ary. On the other hand, more sensors will also fall into the shaded area in Fig. 2 as 
density increased. Then, the chance a sensor which is far away from the event bound-
ary may be detected as the event boundary sensor is high. Therefore, the false detec-
tion rate will be increased. However, our approach outperforms the previous approach 
both in degree of fitting and false detection rate. 
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Fig. 3. (a) Degree of fitting, (b) False detection rate vs. network density when p = 0 

When the sensor fault probability increases, the performance of F usually decreases, 
as shown in Fig. 4. Compared with Fig. 3, the degree of fitting is low when p > 0 for 
the same network density. This is obvious since faulty sensors may interfere with the 
identification of boundary sensors. Again, our approach still outperforms the previous 
approach both in degree of fitting and false detection rate. 
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Fig. 4. (a) Degree of fitting, (b) False detection rate vs. p when density = 20 
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6   Conclusion 

In this paper, we present a simple but more accurate algorithm for event boundary 
detection with faulty sensors in sensor network. Our approach is based on the idea of 
classifying two clusters with different characteristics (readings) from a set of sensor 
readings. The clustering algorithm is based on the technique of using properties of 
maximum spanning trees. Simulation results show that our approach can achieve a 
great improvement over the previous approach both in the degree of fitting and the 
false detection rate. The current algorithm is sensitive to the settings of thresholds, 
which are dependent on the sensor fault probability. By obtaining the sensor faulty 
probability from base stations, an adaptive threshold that better fits the application 
context can be designed. 
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Abstract. IEEE 802.15.4 is the Low-Rate Wireless Personal Area Net-
work (LR-WPAN) standard that is suitable for wireless sensor networks
and wireless home networks among others. The IEEE 802.15.4 is specif-
ically designed for energy efficiency since many 802.15.4-compliant de-
vices are expected to operate on battery. Because of inadequate design of
the downlink frame transmission mechanism in the standard, however,
802.15.4 devices can waste their energy due to collisions even under mod-
est downlink traffic in the network. In order to solve this problem, we
propose a novel mechanism which evenly distributes the downlink frame
transmissions and decimate collisions. It exploits the information already
imbedded in the beacon frame, so it does not require modifications of
the IEEE 802.15.4 standard. Our scheme significantly reduces the energy
consumption of 802.15.4 WPAN devices under modest to heavy down-
link traffic, while not adversely affecting the system performance under
low utilization.

Keywords: 802.15.4, downlink collision, WPAN, ZigBee, energy con-
sumption, battery.

1 Introduction

The IEEE 802.15.4 is a medium-access (MAC) and physical (PHY) layer stan-
dard for low-power, low-rate wireless communication [1], which is widely con-
sidered to serve the needs of sensor networks and home networks well. Many
802.15.4 devices are expected to operate on batteries, so energy efficiency is a
prime concern in the design of 802.15.4 MAC. The 802.15.4 devices can turn off
the radio transceiver when they do not have frames to send, only turning it on
for periodic beacon frames. If the beacon frame notifies the device of a pending
(downlink) data, it issues a Data Request frame and turns on the receiver until
it receives the data. But if there are multiple devices to receive such downlink
frames, according to the current 802.15.4 standard, they almost concurrently
attempt the transmission of request frames, leading to high collision probability
that leads to additional energy consumption and delay.

In this paper, we address the problem while not modifying the 802.15.4 stan-
dard specification. Instead, our approach simply utilizes the information al-
ready embedded in the beacon frame, so 802.15.4-conformant WPAN devices
can implement it without causing the interoperability issues. In our scheme, each
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WPAN device is implicitly assigned its own superframe slot for the request frame
transmission, which completely prevents the collisions among request frames. In
contrast to the standard scheme that suffers higher collision and drop probabil-
ities as the downlink traffic increases, our scheme has consistently low collision
and drop probabilities and eventually low energy consumption regardless of the
volume of the downlink traffic.

There is a dearth of prior work addressing this problem, because the IEEE
802.15.4 has been standardized only recently and this problem has not received
much attention. Misic etal. [5] is the only one that notices the problem, but it
simply suggests reducing the size of the Pending Addresses field to 3 or 4 to de-
crease the number of simultaneously requesting devices. Obviously, it would not
only restrict the capacity and flexibility of the downlink traffic but also require
the modification of the current standard. In contrast, our scheme proposed in
this paper neither requires standard modification nor restricts the capacity of
the downlink traffic.

The rest of the paper is organized as follows. We draw on the relevant parts of
the IEEE 802.15.4 standard in Section 2. In Section 3 we characterize the down-
link inefficiency problem of the IEEE 802.15.4, and introduce our solution to this
problem. Section 4 presents the experimental evaluations. Section 5 concludes
the paper.

2 Background

The IEEE 802.15.4 standard defines the PHY and MAC sublayer specifications
for low data rate wireless connectivity with portable devices. It has data rates of
250kb/s, 40kb/s and 20kb/s. There are two types of devices in 802.15.4 WPAN
networks: a full-function device (FFD) and a reduced-function device (RFD).
The FFD has more computation capability and energy than the RFD and has
a responsibility to be a PAN coordinator. An RFD is intended to be used in
simple applications such as a light switch and a passive sensor, so it has minimal
resources and memory capacity. An FFD can communicate with RFDs and other
FFDs but an RFD can talk only to FFD. One FFD in a communication network
is elected for a PAN coordinator. The coordinator has duties to transmit bea-
con frames, schedule a channel allocation, associate newly appearing devices. So
usually the FFD which has consistent power supply and high computation capa-
bility (e.g. personal computer) becomes the coordinator. The standard specifies
two network topologies: star topology and peer-to-peer topology.

2.1 Channel Structure

In a beacon-enabled network, an active period between a beacon interval is called
superframe. It is divided into 16 equally sized superframe slots and organized
into the Contention Access Period (CAP) and the Contention Free Period (CFP).
The standard stipulates that a minimum of 9 slots should be used for the CAP. In
the CAP, the device accesses the channel using slotted Carrier Sensing Multiple
Access with Collision Avoidance (CSMA/CA). In the CFP, on the other hand,
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the coordinator assigns the superframe slot called Guaranteed Time Slot (GTS)
to each device. The length of the superframe is determined by Superframe Order
(SO), and the beacon interval by Beacon Order (BO). If the value of SO and
BO is equal, the superframe length and the beacon interval becomes identical,
so there is no inactive period between beacons. If the BO has a higher value
than the SO, the gap between the superframe duration and the beacon interval
becomes an inactive period in which all devices get into the power-down mode.
One superframe slot is divided into several backoff periods, and the number of
backoff periods in a superframe slot depends on the SO value.

2.2 Channel Access Mechanism

The channel access mechanism in the CAP is similar to that of the IEEE 802.11
DCF, with a few notable differences. The 802.11 device always turns on the
receiver (barring power saving mode), so it performs Clear Channel Assessment
(CCA) in every slot. But the 802.15.4 device turns on the receiver and performs
the CCA only after the end of the random backoff, in order to save energy.
Because 802.15.4 devices do not perform the CCA in every slot, they cannot
freeze their backoff counter even when other nodes are transmitting, so keep
decrementing it. When a device finishes the backoff countdown, it performs two
CCAs in a row and transmits the frame if the channel is idle. If the channel
is busy, it notches up the backoff stage unless it reaches the maximum. It is
a major difference with 802.11 DCF: the backoff stage increases not upon the
collision, but upon the busy channel. Collisions do not influence the backoff stage.
Once the devices access channel and transmit frames, they reset their Backoff
Exponent (BE) value regardless of the fate of the transmission.

2.3 Data Transfer Model

The data transfer mechanism is asymmetric between the coordinator and the
device. The transmission from the device to the coordinator (i.e., uplink) is
straightforward. If the device has a frame to send to the coordinator, it simply
transmits it using the CSMA/CA. If the coordinator successfully receives the
frame, it sends an acknowledgement (ACK) frame to the device.

The transmission from the coordinator to the device (i.e., downlink) on the
other hand uses an indirect transmission mechanism. Fig. 1 illustrates the mech-
anism. The coordinator notifies the devices of the pending frames through the
Pending Address field in the beacon frame. The length of the field is variable,
but up to 7 devices can be addressed [1]. The notified devices must transmit
the Data Request frame, and the instance of the transmission is dependent on
the macAutoRequest parameter. If it is set true, which is the default value, the
device should transmit the request frame in the immediately following super-
frame slot, within which backoffs are performed in the units of backoff periods
(BPs). Upon successfully receiving the request frame, the coordinator transmits
the downlink frame using the CSMA/CA. After receiving the frame, the device
sends an ACK frame to the coordinator.
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Fig. 1. Indirect transmission

In the indirect transmission, four frames are exchanged to transmit one data
frame, so it looks inefficient. But there is a reason to use this indirect transmis-
sion: to turn off the device’s radio receiver. If the downlink frame is transmitted
by the direct transmission mechanism, the device must always turn on the re-
ceiver because it can not predict when the coordinator transmits the frame. On
the other hand, in the indirect transmission, the device can turn on the receiver
only for the beacon frame and immediately turn off if no pending frame exists.

3 Proposed Idea

3.1 The Problem of the Indirect Transmission

The indirect transmission achieves energy savings, but has a drawback. The
collision probability easily reaches a high value for even a modest number of
notified stations. Under the default macAutoRequest parameter setting, as soon
as the beacon frame is transmitted, the involved devices jump into contention.
The initial contention window is given by the macMinBE parameter, whose
default value is upper bounded by 3 (it implies that initial maximum contention
window size is 7). Thus if even 3 or 4 devices out of the maximum 7 contend,
the collision and backoff probabilities become significant.

In addition to the high collision and backoff probabilities, the feature has
one more negative impact: it elongates the duration for which the device’s radio
receiver remains on. As discussed earlier, after a device successfully transmits
the request frame, it must turn on the receiver until the arrival of the data
frame. Staying longer in the receiving mode is critical for battery life, because
being in the receiving mode can consume comparable or even more energy than
transmission [3]. So the 802.15.4 standard stipulates that the device can wait
the downlink frame for only up to 61 backoff periods. If the downlink frame is
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Table 1. Energy consumption in each state

State Energy consumption (µJ/sec.)

Power Down
(Sleep mode) 0.00064

IDLE 0.136
TRANSMISSION 5.57

RECEIVING 6.02

not received within this period, the device turns off the receiver and transmits
the request frame in the next superframe again.

Table 1 shows the energy consumption when the device stays in each state
for the duration of one backoff period, based on the popular TI Chipcon 2420
chipset data sheet [3]. The data indicates that receiving mode consumes slightly
more energy than the transmission mode.

3.2 Time-Ordered Slot Appointment Rule (TSAR)

Our solution approach to the Data Request collision problem is to utilize the
information about the number of pending devices that is already available in
the beacon frame. Every device listens to the beacon frame so can notice how
many devices will request the downlink transmission in the upcoming superframe
by reading the Pending Addresses fields. By utilizing this information, we can
distribute each device’s contention period, and eventually lower the collision and
drop probability. Below, we will call this scheme Time-ordered Slot Appointment
Rule (TSAR) for convenience.

In TSAR, each WPAN device examines in the beacon frame to find where
its address is positioned. If a device’s address is located at nth position in the
Pending Address field, it starts its contention at the nth superframe slot from
the left boundary. As discussed earlier, one superframe has 16 superframe slots
of which the minimum of 9 slots are guaranteed for the CAP, and a beacon frame
can convey up to 7 Pending Addresses. So all devices can be assigned their own
superframe slots. This significantly reduces the collision probability for the Data
Request frames.

Fig. 2 and Fig. 3 compares the implied behavior in the standard with that of
TSAR, when 3 devices are notified of the pending frame. In the figures, B means
backoff duration. In the standard scheme, every device starts the contention
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Fig. 2. Channel access in the standard (macAutoRequest)
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Fig. 3. Channel access in TSAR

from the first backoff period after the beacon frame. Therefore, they contend
with each other and have high collision and backoff probabilities. On the other
hand, in TSAR, each device starts its backoff in different superframe slot, so they
are isolated in terms of contention. Although the uplink traffic can interfere, we
will see later that such isolation is for the most part retained.

4 Performance Evaluation

In this section, we compare TSAR with the standard scheme. Although NS-
2 [4] provides an environment for simulating 802.15.4, it poses difficulties for
measuring the energy consumption and the delay per downlink frame. So for the
experiments below, we use a home-brewed event-based simulator. Parameters
used in simulations are summarized in Table 2. We assume that the WPAN has
the star topology where a single coordinator communicates with 10 devices. The
Superframe Order (SO) is set to 4, and the Beacon Order (BO) is set equal
to the SO unless otherwise noted. We vary the downlink packet arrival rates
while fixing the uplink packet arrival rate. In our experiments, the arrival rate
represents the number of arriving packets over the entire system (not per device)
in a given time.

4.1 Collision and Drop Probability

In this experiment, we measure two probabilities. First, Pc is the probability that
the request or data frame collides with the transmission from other node(s). The

Table 2. Simulation settings

Parameters Values

Simulation time 300 second
Transmission rate 250 Kbps

macMinBE 3
Topology star-topology

Number of devices 10
Payload size 90 bytes

Superframe Order 4
Beacon Order 4, 5

Maximum backoff limit 5
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Fig. 5. Collision and drop probability with varying uplink traffic

second is Pd, the probability that a device gives up transmission due to repeated
failures over limit.

Fig. 4 shows the Pc and Pd of the standard (labeled macAutoRequest) scheme
and TSAR as functions of the downlink packet arrival rate, where there is no
uplink traffic. The standard scheme suffers from the gradually increasing collision
and blocking probability, whereas TSAR completely avoids either collisions or
drops. It shows that TSAR successfully resolves channel accesses at least between
downlink frames. Fig. 5 measures the probabilities in face of varying uplink traffic
intensity. We set the uplink packet arrival rate Ru to 10, 30, and 50. Even when
the uplink traffic interferes, TSAR maintains consistently low collision and drop
probabilities compared with the standard scheme.

So far, we have set SO equal to BO. Here, we let SO be smaller than BO so
there is an inactive period between superframes. Given the same packet arrival
rate, it implies the traffic intensity and the contention level rises higher in this
set of experiments since the traffic focuses on the active period. In particular,
we set SO = 4 and BO = 5, i.e., 50% duty cycle. So the superframes and the
inactive periods each have 250ms duration. Fig. 6 shows the collision and drop
probabilities.
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The results are qualitatively similar to those without the inactive period,
implying that the inactive period does not adversely affect TSAR. A noticeable
phenomenon in the figure, however, is that TSAR has slightly decreasing collision
probability, whereas the standard scheme has increasing collision probability
with the downlink arrival rate. Note that with the idle period, the uplink frames
arriving during the idle period accumulate, and they are launched as soon as the
next superframe starts. In contrast, in the absence of the idle period they are
spread over the superframe. The consequence is that with the idle period, the
Data Request frames in the latter part of the superframe becomes less interfered
by the uplink transmissions. Also note that the increase of the downlink traffic
intensity means more and more superframe slots are utilized by TSAR, making
the probability of encounter with the uplink transmissions lower as we go to
the latter part of the superframe. So the average probabilities drop in Fig. 6.
Although this effect can mitigate with intensified uplink traffic, it definitely
contributes to the stability of the TSAR scheme.

4.2 Energy Consumption and Delay

One aspect of TSAR is that it can increase the delay for downlink data trans-
mission as it intentionally moves all but one Data Request frame transmissions
after the first superframe slot. But then again the backoff and collision prob-
abilities are lower than the standard scheme, affecting the delay. So it is not
straightforward to estimate the impact of TSAR on the delay performance. In
this section, we weigh the benefit and cost of TSAR by comparing its delay and
energy preservation performance with that of the standard scheme.

Fig. 7 compares the average downlink delay of the standard scheme with
that of TSAR. Due to the indirect transmission, the downlink frame should
wait for the next beacon frame for it to be notified to the device. Assuming
uniform packet arrival, the mean of this delay is half the beacon interval. In this
experiment, we set BO = 4 so it is 125ms in our setting. This delay is constant
regardless of the arrival rate. After the beacon frame, the downlink frame waits
for the request frame from the device and then it is transmitted. This delay is
influenced by the backoff and collision probabilities and the instance that the
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device jumps into contention for the request frame transmission, so depends on
the channel access mechanism. From the simulation result, we observe that the
former delay that TSAR does not affect contributes the majority of the total
delay. TSAR adds only about 10ms to what the standard scheme already incurs.
This delay difference is negligible, considering the delay requirements of most
IEEE 802.15.4 WPAN applications [2].

Fig. 8 addresses the energy aspect. In this experiment, we measure the en-
ergy that the device consumes to receive one downlink data frame. The energy
consumption in each state is based on Table 2 [3]. We observe that the energy
consumption of the standard and TSAR is similar when the downlink traffic is
low, but the gap grows as it intensifies. TSAR performance is about 50% superior
when downlink arrival rate is 5 frames per second compared with the standard.
It is mainly because the device with the standard scheme stays longer with its
receiver on than the device with TSAR. In the standard scheme, requesting de-
vices contend with each other with increasingly larger number of collisions with
traffic intensity so the time to receive their downlink frames grows. But in TSAR,
since the requesting devices do not contend with each other, the probability of
such event happening is much lower even considering the interference from the
uplink traffic.
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5 Conclusion

The IEEE 802.15.4 is a WPAN PHY/MAC standard that regards the efficient
use of the battery as a prime consideration. But the indirection transmission
mechanism in the 802.15.4 turns out to harbor inadequacy that causes energy
waste when moderate downlink traffic exists such as 3 or 4 frames per super-
frame. Our scheme, TSAR, solves this problem without the modification of the
standard specifications. As such, our scheme can be implemented in the ZigBee-
compliant devices. The experiment results show that TSAR always saves energy
over the current standard with minimal delay cost. TSAR achieves this without
adversely affecting the performance when the traffic is light.
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Abstract. The apparently never ending widespread of wireless networks re-
quires an enhanced multimedia application support. In this paper, we show how 
to improve the performance of EDCA in terms of throughput, frame delay and 
station scalability, through the effective cooperation of two backoff mecha-
nisms: EDM and CWD. Simulation results confirm our previous analytical 
study and enable the discussion about how to improve relevant Quality of Ser-
vice metrics, considering different channel bit rate and network load.  

Keywords: QoS, EDCA, Simulation, MAC, Throughput, Delay, Performance. 

1   Introduction 

In the last years, the use of multimedia applications has increased significantly. This 
fact imposes firm requirements on QoS metrics, such as throughput and delay. The 
IEEE 802.11e [2] amendment has appeared to support the QoS requisites in IEEE 
802.11 networks [1]. Some previous works had studied several ways to manage the 
backoff algorithm in 802.11 networks, for improving the network performance 
[6][7][8][9][10][13]. 

In this work, we show that using traffic differentiated Exponential Decrease 
Mechanism (EDM) and a Contention Window increase during Defer periods (CWD) 
mechanism, it is possible to enhance EDCA’s performance. 

EDCA with EDM and CWD mechanisms, designated in this paper as Differenti-
ated Exponential Collision Recover - DECR, as recently proposed [13], decrease 
Average Backoff Time (ABT), improving some QoS metrics, namely throughput, 
frame delay and multimedia station scalability, supporting provision for voice and 
video traffic. 

The rest of this paper is as follows: the section 2 briefly describes related work; in 
section 3, we study how to enhance the performance of EDCA; in section 4, we vali-
date the study with simulation results; in section 5, we point out our conclusions as 
well as future work. 
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2   Background 

The 802.11 only provides channel access with equal probability to all contending 
stations, not supporting different traffic QoS requisites [11][12]. The 802.11e 
amendment introduces a new function designated by Hybrid Coordination Function 
(HCF) that enhances 802.11. It introduces traffic differentiation based on priority, 
which can fulfil  different QoS requisites. The HCF provides both a contention-based 
channel access function (Enhanced Distributed Channel Access - EDCA) and a con-
trolled channel access one (HCF Controlled Channel Access - HCCA). The latter 
provides deterministic scheduling in both the Contention Periods (CPs) and Conten-
tion Free Periods (CFPs), and typically, it supports a large number of stations. The 
former manages the network access contention in a distributed way, and typically, it 
only supports a limited number of stations. 

The EDCA maps eight user priority levels to four Access Categories (ACs). There-
fore, each EDCA station has four frame queues and channel access functions, because 
there is one function that controls each queue. The EDCA uses new parameters, 
namely AIFS[AC], CWmin[AC] and CWmax[AC] for ensuring a different access 
service for each AC. The AIFS[AC] enables a distributed time division mechanism 
that reserves exclusive time intervals, one for each AC. In this way, there are a low 
number of queues in competition to channel access during each AIFS[AC] interval. In 
addition, the EDCA can differentiate the channel access between four traffic types: 
background, best effort, video and audio. On the other hand, the CWmin[AC] and 
CWmax[AC] parameters help to build a Contention Window (CW), i.e. [0, CW[AC]. 
This window enables  the generation of a random BT, in order to ensure a collision 
avoidance mechanism between frames with equal priority but from different stations. 
When one AC queue receives the first frame, the AC function checks if the medium is 
idle during an AIFS[AC] time interval. Then, the EDCA function transmits the frame, 
if:  i) The BT for that EDCA function has a value of zero; ii) The actual transmission 
function is not contending the channel access with another internal higher priority 
function. During contention, if the AC function senses the medium busy, it stops the 
running backoff process until the medium becomes again idle. This backoff mecha-
nism of EDCA has a strong impact on throughput and frame delay, as we will see 
during this work. Our actual research tries to enhance it for improving QoS metrics, 
like throughput and delay. 

One can find relevant survey work in [4][5], which classify many approaches to 
enhance wireless 802.11 networks and provide QoS. Reference [5] shows a hierarchi-
cal taxonomy of QoS mechanisms that enable service differentiation in 802.11  
networks. Following their taxonomy, the proposals compared in this paper are prior-
ity-based methodologies, using backoff algorithms or CW differentiation. 

We have seen some proposals that modify the backoff functionality. Some of them 
change the way to determine the CW [6][7][8]. Others propose new ways to deter-
mine the Backoff Timer (BT), introducing an exponential trend on their algorithms 
[9][10][13]. As the authors in [10] observed, EDCA performs badly for heavily 
loaded channels due to unavoidable collisions and idle slots created by contention 
access mechanism (i.e. backoff) and, for this reason, they presented a new proposal, 
the Adaptive Fair EDCF (AFEDCF). Their proposal was based in the Fast Collision 
Resolution (FCR) proposal [9] and the AFEDCF’s novelty is a dynamic backoff 
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threshold, distinct for each AC, which separates a linear backoff decrease stage from 
an exponential one, recalculated according to channel load. AFEDCF also adopted an 
FCR´s mechanism to improve access fairness: the CW is enlarged and a new BT is 
determined after each channel busy slot (CWD). This gives more transmission oppor-
tunities to high priority flows, because of their low CWmax value [10]. 

DECR - Differentiated Exponential Collision Recovery [13] proposal uses CWD 
but decreases the BT exponentially with a distinct exponent for each AC (EDM 
mechanism), instead of the EDCA linear BT decrease function. This difference and 
the contribution of CWD (not used by EDCA) enables DECR to enhance EDCA´s 
performance, namely in throughput, dropped frames and average delay [13]. When 
comparing DECR and AFEDCF, the former does not need to calculate a backoff 
threshold for each time slot and traffic class as the latter does. Therefore, DECR is 
easier to deploy than AFEDCF because the former introduces fewer changes to 
EDCA. In Section 4, we show that DECR decreases the channel idle time more effi-
ciently than AFEDCF. 

3   Enhancing EDCA´s Performance 

Now, we study how to enhance throughput, frame delay and Average Backoff Time 
(ABT) in EDCA mode. Following [14], we assume that EDCA’s throughput (i.e. Sh), 
for an AC of priority h and between two consecutive transmissions, is given by (1). 
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From (1) the throughput increases when one decreases either pidle,t or pcoll,t. For ex-
ample, we could try to minimize pidle,t (i.e. using EDM mechanism) in a way that pcoll,t 

does not increase so much (i.e. using CWD mechanism), and therefore the throughput 
could be increased. This effective interaction is behind the backoff process of DECR, 
which is represented in Fig. 1 through a Markov Chain. 

 
 

 

Fig. 1. Representation of DECR backoff process by a Markov chain 

When a BT is created, its value is chosen randomly from the range [1, 
CW[AC]+1]. After that, whenever the medium is sensed idle (i.e. pidle), for a time slot, 
the BT will be decreased exponentially (EDM) using the DEK parameter. This action 
will obviously increase the transmission probability ( h

tτ ) when compared to EDCA, 

since ABT will now be smaller (i.e. the channel idle time is decreased). As a disad-
vantage, this action will increase the collision probability. We believe that the solu-
tion for this problem is to, with a probability of 1 idlep− (i.e. channel is busy), increase 

the CW (CWD) and restart the BT. By doing so, we force the BTs to be recalculated 
in a wider range. Then, in theory, we are probabilistically distributing the BT values 
far apart from each other, reducing the collision probability. One should note that the 
CW increase in Fig. 1 is noted by “2CW” state. One could preview a starvation phe-
nomenon as a side effect of CWD, but the EDM mechanism works against this. 
Therefore, EDM and CWD can cooperate in order to enhance EDCA´s throughput. 

The frame delay is the time elapsed between the start of the backoff process of a 
frame and its successful transmission. In order to decrease the frame delay, one could 
try to decrease the channel access delay. In this way, it is necessary to decrease the 
idle time. As we explained before, the EDM ensures idle time reduction, and the 
CWD mechanism is an effective solution to compensate the collision problem intro-
duced by EDM. One could preview a CWD negative impact over the frame delay, 
essentially in traffic with higher CWmax value, but the EDM mechanism works against 
this. Therefore, one commitment between both mechanisms could enable bounded 
delay values.  

As mentioned before, DECR decreases the channel idle time. The most prominent 
mechanism for this result is the existence of EDM in DECR. We will then perform a 
study in order to compare EDCA’s ABT with DECR’s ABT, without considering the 
existence of busy periods, ignoring the CWD mechanism in DECR and defer periods 
in EDCA. This will allow us to evaluate the influence of EDM on DECR´s idle back-
off time and make a fair comparison with EDCA. In (5), we have calculated EDCA’s 
ABT considering that the BT is chosen within the range [1, CW+1], keeping in mind 
that in EDCA, the BT is decremented linearly, and the channel is consecutively idle 
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after each backoff process starts. This CW range is slightly different from the EDCA 
proposal for the sake of fair comparison among all proposals tested in our work. Also, 
note that w means CWmax. In (6) ABT has been calculated for the EDM mechanism, 
considering that, during each idle slot, one should divide the previous BT value by the 
DEk value. 
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Table 1 clarifies the ABT value difference between EDCA and DECR, for each 
AC, when CWmax values suggested in [2] are used. DECR has lower ABT than 
EDCA, especially in background AC (i.e. CWmax=1023), as EDM uses a higher DEk 
value for this AC. 

Table 1. ABT values 

AC DEK CWmax ABTEDCA ABTEDM DEK,min 

voice 2 15 8.5 2.765 1.253 

video 2 31 16.5 3.667 1.167 

Background 4 1023 512.5 4.282 1.012 

Then, it is determined the minimum DEk that gives the same ABT for both EDM 
and EDCA (7). Solving (7), we get the minimum value for DEk - DEk,min for each AC 
as shown in (8). DEk,min is the value that should be used by an AC queue to exponen-
tially decrease BT in order to obtain an ABT similar to the one achieved with the 
linear BT decrease of EDCA (see Table 1). This is a very important outcome since it 
implies that the linear decrease approach is a particular case of the exponential de-
crease approach. In addition, it should be expected a similar performance for both 
approaches, when DEk = DEk,min, as later results in section 4 will prove this. 
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4   Evaluation 

We have implemented EDCA [2], AFEDCF [10] and DECR [13] in NS-2 [3][10] to 
simulate each one, using the wireless network topology shown in Fig. 2. We have 
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used the topology of [10] to make a fair comparison of results. Each station sends 
three different flow types (e.g. voice, video, background) to one Access Point (Station 
0), using the basic access mode, without RTS/CTS control messages, because the 
hidden problem is not a concern. We have also assumed no errors on the channel; all 
stations were stationary; power consumption was not relevant. The used traffic types 
will allow us to have a picture of throughput and delay behaviours for different appli-
cation requirements and proposals. The voice traffic had the lowest throughput value, 
the video traffic had the highest throughput and the background traffic had almost the 
same throughput of video. All traffic was Constant Bit Rate and sent using UDP. We 
have followed the default EDCA suggestion for MAC parameters (see Table 2). Each 
scenario has run during a simulated time of 15 s. We have used for DECR simulation 
the DEk values used in [13]. 

Station 1 

Station n Station 2 
    Station 0 

A 

A 

A 

V 

V V 

B 

B 

B 

A – Audio / Voice 

V - Video 

B - Background 

Fig. 2. Network Topology 

Table 2. MAC and Flow Parameters 

 Voice Video Back. 
Transport UDP UDP UDP 
Priority 3 2 0 
CWmin 7 15 31 
CWmax 15 31 1023 
AIFSN 2 2 7 

Frame Size (Byte) 160 1280 1500 
Frame Interval (ms) 20 10 ms 12.5 
Flow rate (KByte/s) 8 128 120  

We have studied how each proposal (i.e. EDCA, DECR and AFEDCF) reacts at 
different channel bit rates (e.g. 24, 36, 56 Mbps) and traffic loads. To help the com-
parison of results, we have considered the following three channel conditions per-
ceived individually by each proposal: the Lightly Loaded (LL), Moderately Loaded 
(ML) and Heavily Loaded (HL) condition. For each proposal, the channel is in LL 
condition as the network is always capable of transmitting the entire additional traffic 
load (i.e. due to each new station incorporation) and the throughput increases at the 
same rate as the load increase. When a proposal that does not rise its throughput at the 
same rate of load amount, one can conclude that the channel is entering in a new con-
dition, the ML (i.e. the channel only partially accepts the load increase). When the 
throughput decreases for load increase, the channel is in HL condition. In Fig. 3, all 
the studied proposals presented the above three load conditions, independently of 
channel bit rate, except for 56 Mbps where the HL condition is only visible in EDCA. 
Note that at least until 7 stations, each proposal forces the channel to be in LL condi-
tion (not shown in Fig. 3). We will focus the following explanation for the 36 Mbps 
scenario and with load variation. Typically, AFEDCF is the first proposal to change 
from LL to ML (9 stations). The first proposal to change from ML to HL is normally 
EDCA (11 stations), when also EDCA obtains its maximum throughput value. Fur-
thermore, after 13 stations, EDCA’s throughput becomes lower than AFEDCF’s  
result and after this presents the worst throughput of all proposals. DECR is the pro-
posal that enters in ML and HL for higher loads (respectively, 11 and 16 stations). 
Moreover, during the ML condition, DECR’s total throughput has the highest value of 
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all proposals. In addition, DECR keeps the total throughput close to its maximum 
(2500 KB/s) for a wider range of loads (12 – 16 stations) than others do. 

One can confirm that during the LL channel condition, DECR’s idle time (Fig. 4) 
decreases linearly as the load increases. After 11 stations (ML condition begins here), 
the decrease of idle time becomes less significant, while the collisions still have a 
marginal increase. This explains why throughput for DECR reaches and keeps a 
maximum value (see Fig. 3), starting from this load level. A side effect of EDM (ex-
plained in section 3) is a potential increase of collisions. However, as also previously 
explained, this increase is compensated by the CWD mechanism. This also justifies, 
in our opinion, why DECR keeps the total throughput near to its maximum for a 
wider range of channel loads. However, after a certain load (16 stations) the previous 
compensation mechanism is not sufficient and the number of collisions increases to 
more than 10% (HL condition begins here). As EDCA does not have the CWD 
mechanism to compensate collisions’ increase, in Fig. 4 is visible that the HL condi-
tion for EDCA begins earlier (11 stations) than in DECR/AFEDCF (16 stations). It is 
also visible that using CWD has a drawback, which is a slight increase of idle time for 
DECR/AFEDCF relatively to EDCA (Fig. 4, between 11 and 16 stations). However, 
this last drawback is attenuated by exponential decrease backoff mechanisms, which 
justifies why DECR/AFEDCF perform better than EDCA. In addition, DECR has 
lower idle time values than AFEDCF (11 – 16 stations) because the former always 
uses EDM to decrease BT and the latter only partially uses it and with a lower DEk 
value, which justifies why DECR has better throughput trend than AFEDCF. Finally, 
one can conclude that EDCA could improve its throughput as it adopts both CWD 
and EDM. 
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Fig. 3. Total Throughput 24 - 56 Mbps 
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Fig. 4. Idle & Collision Time at 36 Mbps 

Now, for each proposal, we have analyzed the frame delay results with 14 stations 
and a 36 Mbps bit rate, which according to [10] represents an 80% channel load. We 
have obtained the cumulative fraction function for delay. This function is a graphical 
presentation of how delay is distributed. For any delay value x, its cumulative fraction 
value is the fraction of delay values that is strictly smaller than x. Then, we have ob-
tained the average (i.e. considering all stations) cumulative fraction delay for each 
AC. We have also decided, for clarity purposes, to show only the delay values corre-
sponding to each 5% increment of cumulative fraction value. Fig. 5 presents the cu-
mulative fraction delay for voice. EDCA is the proposal that has the highest delay 
values, e.g. 50% of EDCA frames suffer a delay value less than 3.6 ms, while 
AFEDCF and DECR frames suffer respectively less than 0.7 and 0.8 ms. These result 
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differences happen because EDCA misses the CWD mechanism, and it has more 
collisions than others, as the network has more load. The previous EDCA increase on 
collisions reflects also its worst behaviour in frame delay. The EDM absence in 
EDCA is also partially responsible for its bad delay result because in this way the 
channel access delay is increased. 

In video traffic (Fig. 6), the difference between EDCA and other proposals is even 
larger. Using EDCA, 50% of frames have less than 455 ms. While AFEDCF and 
DECR frames have approximately 1.4 ms. One can use the same CWD/EDM argu-
mentation initially used for audio but now for video traffic. The worst delay results of 
EDCA are more visible now than previously, because the video traffic has a lower 
priority than audio. In this way, the CWD lacks effect in EDCA is more evident for 
video, as there are more collisions in video than in audio. 
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Fig. 5. Voice Cumulative Fraction Delay 
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Fig. 6. Video Cumulative Fraction Delay 

From Fig. 7, we see that until 20% of background frames, EDCA has delay values 
similar to DECR. After 20%, DECR becomes clearly the best proposal. AFEDCF by 
its turn becomes better than EDCA for more than 40% but presents always results 
worst than DECR does. This happens because the EDM mechanism (only partially 
used in AFEDCF and with a lower exponent decrease for background traffic) is an 
efficient mechanism to reduce the channel access delay (one component of frame 
delay). Here, it is also visible the drawback on EDCA behaviour, because as it does 
not use the EDM and neither the CWD, it presents the worst results of all. 

In Table 3, we show the maximum average delay for 80% and 90% of sent frames. 
It is clear that in voice and video, AFEDCF has slightly lower delays than DECR. 
EDCA has higher delay values especially in video flows, confirming the results of 
Fig. 6. For Background flows, DECR is the best proposal, e.g. for 90% of transmitted 
frames, their delay is 50% lower than EDCA and 25% lower than AFEDCF. From 
this delay study, we can conclude that in terms of frame delay distribution, DECR and 
AFEDCF have good multimedia results. EDCA has the poorest results, especially in 
video traffic because it lacks the CWD and EDM mechanisms. In background data, 
DECR has clearly the lowest delay values for more than 20% of transmitted frames. 
From these results, one can conclude that EDCA could improve the frame delay as it 
adopts both the CWD and EDM mechanisms (i.e. DECR). In this way, we have vali-
dated the delay conclusions of section 3. 
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Table 3. Max. Average Delay (ms) 
(DECR/EDCA/AFEDCF) 

 Voice Video Back. 
2 3.5 1414 

9.6 594 2653 80% 
1.6 2.6 1897 
2.9 5.2 1561 

14.2 662 3116 

Maximum 
average 

delay  for 
x% of 
frames 90% 

2.3 3.7 2057  

We have made a couple of simulations intended to validate the ABT analysis made 
in Section 3. We have chosen the 6 Mbps channel bit rate and the following four pro-
posals: EDCA, DEk,min (i.e. DECR without CWD and using DEk,min), DEk,min – CWD (i.e. 
DECR using DEk,min)  and DECR with DEk values used in [13], and shown in Table 1. 
Fig. 8 and 9 present results about multimedia average delay of all queues. Delay 
achieved by EDCA and DEk,min are identical, both in voice and video flows. 
CWD/EDM have a positive impact on mean delays, implying that, for instance lower 
values of delays (< 300ms), the channel supports more audio stations: the presence of 
CWD (EDM) enables approximately 2 (3) more stations than in EDCA. This is quite 
significant for a low channel bit rate. For video, one additional station is possible due 
to CWD. 
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Fig. 9. Video Delay at 6 Mbps 

These results prove our initial expectation, addressed in section 3, that EDCA trend 
can be replicated with an exponential function for BT decrease. This makes the linear 
BT decrease of EDCA a particular case of the exponential BT decrease, when DEk = 
DEkmin. We recall that these DEkmin values were, one for each AC, previously calcu-
lated in section 3 considering DECR (without CWD) and  EDCA with the same ABT. 
Another important conclusion is that EDCA’s performance can be improved choosing 
proper DEK values, i.e. with DEk > DEkmin. In addition, one should note that 
EDM/CWD seems to enable network’s scalability. 

5   Conclusions and Future Work 

We have shown how to enhance the EDCA mode of IEEE 802.11e in terms of through-
put, delay and station scalability, as it adopts both EDM and CWD mechanisms. Our 
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results indicate that the linear Backoff Timer decrease of EDCA is a particular case of 
the exponential Backoff Timer decrease, as for each traffic type the following is valid: 
DEk = DEkmin. These results confirmed conclusions driven from our analytic study. 
Another conclusion is that EDCA’s performance can be improved using EDM and 
proper DEK values, i.e. with DEk > DEkmin. On the other hand, CWD seems to compen-
sate the potential negative effect of increasing collisions due to EDM, principally in a  
network with a large number of stations. Finally, one should note that EDM/CWD 
seems to help the network’s scalability. 

Some preliminary work on proper DEK value for each traffic type, in order to opti-
mize EDCA throughput has been already done in [13]. One can envision a further 
investigation on other metrics, like frame delay and multimedia stations scalability.  
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Abstract. In wireless personal area network, a channel is shared by
a number of nodes. Therefore packet collision may take place and it
degrades the throughput performance. To improve the throughput of
slotted CSMA/CA in IEEE 802.15.4, we propose knowledge-based ex-
ponential backoff (KEB) scheme for enhancing channel utilization solely
based on the locally available channel state information. In addition, we
propose an analytical model of slotted channel access mechanism with
finite retry and derive the theoretical throughput limit. In simulation
experiments, we show that the existing MAC scheme, binary exponen-
tial backoff (BEB) scheme, operates very far from the theoretical limits
due to increased time for negotiating channel access. Also performance
results indicate that KEB shows significant improvement in throughput
performance over BEB with the knowledge of the network status.1

Keywords: Throughput, Backoff, Markov Model, IEEE 802.15.4, MAC.

1 Introduction

Wireless sensor networks are appealing to researchers due to their wide range
of applications potential in areas such as target detection and tracking, environ-
mental monitoring and industrial process monitoring. However, it is necessary
to achieve an efficient medium access protocol for the optimum performance
[9]. IEEE 802.15.4 standard [1] leads to the work in wireless sensor networks.
In IEEE 802.15.4 networks, a central controller, called the PAN (personal area
network) coordinator, builds the network in its personal operating space. The
standard uses two types of channel access mechanism, depending on the net-
work configuration. Non-beacon-enabled networks use an unslotted CSMA/CA
channel access mechanism. Beacon-enabled networks use a slotted CSMA/CA
channel access mechanism, where the backoff slots are aligned with the start of
the beacon transmission.
1 This research was supported by SK telecom in Korea.

T. Vazão, M.M. Freire, and I. Chong (Eds.): ICOIN 2007, LNCS 5200, pp. 435–444, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



436 S. Woo et al.

In a backoff algorithm, the duration of the backoff is usually selected randomly
in the backoff interval. The backoff interval is dynamically controlled by the
backoff algorithm. However, to determine the length of the backoff interval is not
a trivial task. In the case of a fixed number of nodes, small backoff intervals do not
reduce the collision among the contending nodes to a low enough level. It results
in a still too high probability of collisions, lowering the channel throughput. On
the other hand, large backoff intervals introduce unnecessary idle time on the
channel and degrade the performance. The difficulty in designing a good backoff
algorithm is to achieve the optimum performance. Many backoff algorithms have
been proposed in the literature.

In [6], the authors proposed to tune the backoff window size on the num-
ber of stations, which is difficult to predict in the absence of the controller and
derived the analytical formula for the IEEE 802.11 protocol capacity. An adap-
tive DCF that adopts its backoff procedure based on the number of collisions
and freezes in IEEE 802.11 DCF was proposed in [4]. When a node succeeds in
transmitting a data frame, it selects the preferred stage with high likelihood that
the overall network throughput would increase. In [5], the authors proposed the
sensing backoff algorithm (SBA) for supporting maximum channel throughput
with fair access to active node on a shared medium. Nodes sensing successful
packet transmission decrease the backoff intervals and every node that experi-
ence packet collisions increases the backoff intervals. Also the transmitter and
the receiver of each successful transmission decrease the backoff interval. How-
ever, some problems still remain unresolved. In this paper, we study the backoff
algorithm using the channel station information in IEEE 802.15.4 protocol. With
the knowledge about the number of collisions and busy periods experienced in
the recent past, the backoff procedure will be controlled for maximum network
utilization.

The paper is organized in the following way. Section 2 discusses the expo-
nential backoff scheme in IEEE 802.15.4. The KEB is introduced in Section 3.
Section 4 analyzes the slotted CSMA/CA with finite retry and derives the the-
oretical throughput limit. Section 5 presents simulation results about KEB and
BEB. Finally, we conclude the paper in section 6.

2 Exponential Backoff Scheme in IEEE 802.15.4

The standard uses two types of channel access mechanism: unslotted and slotted
CSMA/CA channel access mechanism. The CSMA/CA algorithms shall be used
before the transmission of data or MAC command frames transmitted with the
contention access period (CAP), unless the frame can be quickly transmitted
following the acknowledgement of a data request command.

The algorithm is implemented using units of time called backoff periods, where
the backoff period shall be equal to aUnitBackoffPeriod symbols. In the slotted
CSMA/CA, the backoff period boundaries of every device in the PAN shall
be aligned with the superframe slot boundaries of the PAN coordinator, i.e. the



Knowledge-Based Exponential Backoff Scheme in IEEE 802.15.4 MAC 437

start of the first backoff period of each device is aligned with the start of the
beacon transmission.

Each device shall maintain three variables for each transmission attempt: NB,
CW and BE. NB is the number of times the CSMA/CA algorithm was required
to backoff while attempting the current transmission; this value shall be initial-
ized to 0 before each new transmission attempt. CW is the contention window
length, defining the number of backoff periods that need to be clear to channel
activity (CCA) before transmission can commence; this value shall be 2 before
each transmission attempt and reset to 2 each time the channel is assessed to be
busy. CW is only used for the slotted CSMA/CA. BE is the backoff exponent,
which is related to how many backoff periods a device shall wait before attempt-
ing to assess a channel. Fig.1 a) illustrates the steps of the slotted CSMA/CA
algorithm. The MAC sublayer shall first initialize NB, CW , and BE and then
locate the boundary of the next backoff period. The MAC sublayer shall delay
for a random backoff periods and then request that the PHY perform a CCA on
a backoff period boundary. The MAC sublayer shall ensure that, after the ran-
dom backoff, the remaining CSMA/CA operations can be undertaken and the
entire transaction can be transmitted before the end of the CAP. If the channel
is assessed to be busy, the MAC sublayer shall increment both NB and BE
by one, ensuring that BE shall be no more than aMaxBE. The MAC sublayer
shall also reset CW to 2. If the value of NB is less than or equal to macMaxCS-
MABackoffs, the CSMA/CA algorithm shall return to backoff. If the value of NB
is greater than macMaxCSMABackoffs, the CSMA/CA algorithm shall termi-
nate with a Channel Access Failure status. If the channel is assessed to be idle,
the MAC sublayer shall ensure that the contention window has expired before
commencing transmission. To do this, the MAC sublayer shall first decrement
CW by one and then determine whether is equal to 0. If it is not equal to 0,
the CSMA/CA algorithm shall return to channel assessment. If it is equal to 0,
the MAC sublayer shall begin transmission of the frame on the boundary of the
next backoff period.

3 Knowledge-Based Exponential Backoff Scheme (KEB)

When collisions indicate congestion prevalent in the network, and once present,
congestion is unlikely to drop sharply. When contention for the medium is low,
the medium remains idle most of the time. Under such circumstances, it is de-
sirable that overheads resulting from backoff procedure are minimum. Due to
occasional collisions, it is possible that a node might have backed-off significantly
even though the medium is underutilized. In BEB, after successfully transmit-
ting a frame, it set BE equal to 0, as if congestion was non-existent. Therefore, it
is desirable to maximize channel utilization solely based on the locally available
channel state information. Let ni

tr be the transmission counter at time i, which
measures the number of times the packet transmits during two successful trans-
missions; T i is the duration of consecutive packet transmission acknolwdged. Let
ni

s be the successes counter at time i. Let α be the collision threshold. Finally,
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Fig. 1. Binary exponential backoff algorithm versus knowledge-based exponential back-
off algorithm

pi
c is the collision rate at time i, which measures the ratio between ni

tr and ni
s

such as (1).

pi
c = 1 − ni

s

ni
tr

(1)

We use exponential weighted moving average (EWMA) to compute the pi
c at

the successful transmission so that the bias against transient measurements of
pi

c can be minimized. Let β be the smoothing factor. Then

pi
c = βpi−1

c + (1 − β)pi
c, β ∈ [0, 1] (2)

The procedure of KEB scheme is presented in Fig.1 b). At each T i, ni
tr and ni

s are
updated and then pi

c is calculated. With (2), pi
c is recalculated to avoid harmful

fluctuation. Finally BE is adjusted for degrading the collision probability and
achieving the high throughput performance. The parameters (0.5, 0.8) that we
choose in section 5 for (α, β) is simulated and compared with some other values.
Noting the basic idea behind the KEB scheme, a node chooses the backoff du-
ration with the locally available channel information. When the collision for the
medium is low, it keeps the backoff duration to be low. Otherwise, the back-
off duration will be increased. With the channel status, KEB can achieve the
throughput performance higher than BEB.

4 Throughput Analysis with Finite Retry

In our analysis, we assume that network consists of a finite number of devices
and each device always has a packet available for transmission in an ideal case
as the characteristic behavior of a backoff algorithm is critical when the channel
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Fig. 2. Markov Chain Model

is heavily loaded. Our Markov model is based on [2] and [8] and is extended with
finite retry.

We model the operation at an individual node using the state diagram in
Fig.2, in which each node is in one of a number of backoff states in steady
state. p denotes the probability that a transmission experiences a collision. p1
and p2 denote the probability that a channel is sensed busy at the first and the
second CCA respectively. To analyze the behavior of IEEE 802.15.4 MAC, we
introduce a number of random variables. Let r(t) be a random process repre-
senting the number of retransmission at time t; the maximum value is defined
as aMaxFrameRetires. Let n(t) be a random process representing the number of
backoffs at time t; it belong to the range 0 to macMaxCSMABackoff -1. Let b(t)
be a random process representing the backoff periods for a given node at time t
which can take any value in the range 0 to 2BE − 1.

Then, we develop three-dimensional Markov chain with {r(t), n(t), b(t)}. Let
P(i,j,k)(i′,j′,k′) be the number of retransmission going from i to i′ , the backoff
stage going from j to j′, and the backoff period from k to k′. The transition prob-
abilities are listed as follows. The value of R is defined by aMaxFrameRetires-1,
and M represents the maximum value of NB, macMaxCSMABackoff -1.

P(i,j,k)(i,j,k−1)=1, i∈(0, R), j∈(0, M), k∈(0, Wj−1)
P(i,j,0)(i,j+1,k)=(p1+(1−p1)p2)/Wj+1, i∈(0, R), j∈(0, M−1), k∈(0, Wj+1−1)
P(i,j,0)(i+1,0,k)=(1−p1)(1−p2)p/W0, i∈(0, R−1), j∈(0, M), k∈(0, W0−1)
P(i,M,0)(0,0,k) =(p1+(1−p1)p2)/W0, i∈(0, R), k∈(0, W0−1)
P(i,j,0)(0,0,k) =(1−p1)(1−p2)(1−p)/W0, i∈(1, R−1), j∈(0, M), k∈(0, W0−1)
P(R,j,0)(0,0,k) =(1−p1)(1−p2)/W0, j∈(0, M), k∈(0, W0−1)

(3)
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The first equation shows the probability that the backoff time is decremented
after each aUnitBackoffPeriod. The second equation denotes the probability to
choose a random duration of the backoff period when the channel is sensed to be
busy in both CCA backoff periods. The third equation determines the probability
to choose a random duration of the backoff period when there is a collision and
a device retransmits a packet. The fourth equation determines the probability to
choose a random duration of the backoff period when the channel is sensed to be
busy until maximum NB and a packet terminates with a Channel Access Failure
status. The fifth equation shows the probability to choose a random duration
of the backoff period when a transmission succeeds. The sixth equation shows
the probability to choose a random duration of the backoff period regardless of
channel states.

Let bi,j,k = limt→∞ P{r(t) = i, n(t) = j, b(t) = k} be the stationary distribu-
tion of the Markov chain for i ∈ (0, R), j ∈ (0, M), and k ∈ (−3, Wj − 1). We
now show that the stationary probabilities are calculated recursively through
the following algorithm.

bi,j,0 = Ajbi,0,0, for i ∈ (0, R), j ∈ (0, M) (4)

where A is the probability that the channel is sensed busy at either first or
second CCA; p1 + p2 − p1p2 andB is the probability of transmitting the packet
after two CCA; (1 − p1)(1 − p2). Owing to the chain regularities and using (4),
we have

bi,0,0 = pB
∑M

j=0 bi−1,j,0, for i ∈ (1, R)
b0,0,0 = (1−p)B

∑R−1
i=0

∑M
j=0 bi,j,0+B

∑M
j=0 bR,j,0+A

∑R
i=0 bi,M,0

bi,j,k = Wj−k
Wj

bi,j,0, for i ∈ (0, R), j ∈ (0, M), k ∈ (0, Wj − 1)
(5)

Thus, by equation (4) and (5), all bi,j,k values can be expressed as a function of
b0,0,0, p, p1, and p2. If the normalization condition is imposed such as (6), finally
b0,0,0 can be calculated.

1 =
R∑

i=0

M∑
j=0

Wj−1∑
k=−3

bi,j,k (6)

Then the probability to start sensing the channel at a particular time is

τ =
R∑

i=0

M∑
j=0

bi,j,0 =
1 − AM+1

1 − A

R∑
i=0

bi,0,0 (7)

Note that the ongoing packet transmission may have started one or more backoff
periods earlier when the backoff counter reaches zero and CCA senses a busy
channel. However, when the first CCA senses that the medium is idle but the
second one finds it busy, the packet transmission must have started in the same
backoff period. Therefore, the probability that the channel is busy at the end
of backoff counting in the probability that other devices are in the process of
transmitting or waiting for the acknowledgement. The probability is equal to

p1 = (1 − (1 − τ)n−1)(LP + LLIFS + LACK)(1 − p1)(1 − p2) (8)
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Where Lp is the number of slots for packet size, LLIFS is the is LIFS backoff
slots and LACK is the number of slots waiting for acknowledgement packet. As
noted in [8], the probability that the channel busy at the next backoff slot given
that it is idle at the current backoff slot can be computed by noting that

p2 =
(

1 − 1 − (1 − τ)n

2 − (1 − τ)n

) (
1 − (1 − τ)n−1) (9)

And the probability of a collision seen by a packet being transmitted on the
channel is

p = 1 − (1 − τ)n−1 (10)

τ , p1, p2, and p are determined by solving the four simultaneous non-linear
equations (7), (8), (9), and (10).

By means of the given model, we calculate the throughput S, which is ex-
pressed by the packet size P occupied for a successful packet transmission. We
have

S = nτ(1 − τ)n−1P (1 − p1)(1 − p2) =
P

2+L−(1+L)(1−τ)n−Lτ(1−τ)2n−2

(1−(1−τ)n+(1−τ)n−1)nτ(1−τ)n−1

(11)

Where L is the duration of a complete transmission measured in a backoff slot;
LP + LLIFS + LACK . Finally, we study the theoretical bounds in the analytical
model given above. The throughput S is maximized when the denominator is
minimized in (11). We obtain the maximum achievable throughput by taking
derivative of the denominator and by calculating the throughput in an iterative
way. Fig.3 shows the achievable saturation throughput versus the probability to
start sensing the channel in a backoff period for different number of nodes n
and packet sizes P . Such as (11), it show that τ depends only on the network
size and on the parameter P . We see that a small variation in the optimal value
of τ leads to a greater decrease in the throughput. Intuitively, the network size
has a substantial influence on the performance due to the increased number of
collisions.
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5 Performance Evaluation

We have run simulations to evaluate the performance of KEB scheme and com-
pare KEB with the analytical throughput limit and BEB. The simulation models
a network of n nodes that always have data to transmit and every transmitted
packet has to be acknowledged, i.e. the packets which do not receive the positive
acknowledgement have to be retransmitted.

Each node is fixed in the beacon-enabled star topology, where PAN coordina-
tor is located at the center and the distance between PAN coordinator and nodes
is 15m. The simulation duration is 500s, the application traffic is CBR, which
is popularly used in most simulations, and the radio bandwidth is 250Kbps. We
make beacon order (BO) and superframe order (SO) equal, which leads to the
active cycle to be 100%; BO is 3. All simulations are run independently and their
results are averaged under 5 different seeds. The system parameters used in per-
formance evaluation are shown in Table 1. Note that packet size is represented
by a backoff slot.

In Fig. 4, simulation results are presented as line and the analytical results
are shown as discrete points. We observe that KEB operates closer to the the-
oretical limit and outperforms BEB scheme in saturation conditions. Thus, we
infer that by using the readily available channel state information, it is possible
to significantly improve the performance of slotted CSMA/CA. Note that the
parameter set (α, β) in KEB is (0.5, 0.8).

Table 1. System parameters for performance evaluation

MaxPropagationDelay 0.025ms
aBaseSlotDuration/aUnitBackoffPeriod 60/20 symbol
macMaxCSMABackoffs 4
aMaxBE/macMinBE 5/3
aMinLIFSPeriod/macAckWaitDuration 40/50 symbol
aMaxFrameRetries 3
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Fig. 5. Impact of parameters on the performance of KEB on the saturation conditions

Fig.5 a) shows the throughput of the KEB scheme with the different values of
α. We find that as α increases over 0.5, the throughput performance degrades.
Intuitively, when α increases, the frequency of the control for the backoff period
becomes low and it results in more collisions. Therefore the throughput is de-
graded. Fig.5 b) presents the throughput with different β. β is used for biasing
the transient network condition and avoiding the fluctuation. Operating with a
parameter from 0.7 to 0.9, the throughput performance changes a little. When
β < 0.5, transient condition influences the performance. When β > 0.9, network
conditions in the past play a role in determining the collision probability. Thus,
we use β = 0.8 for all simulation.

6 Conclusion

In wireless personal area network, a single channel is shared by a number of
nodes. Packet collisions may take place as results of the random transmissions
from active nodes. Therefore backoff algorithm needs to be controlled by the
channel status for achieving high channel throughput. These channel information
obtained locally can be productively used to predict the level for contention for
the channel access.

In this paper, we proposed knowledge-based exponential backoff scheme for
enhancing the throughput performance and derived the theoretical throughput
limit using Markov model with finite retry. Also, we compared the performance
of KEB with that of analytical maximum throughput and BEB through simu-
lations. Under saturation conditions, we observed that KEB operates closer to
the theoretical limit and outperformed BEB scheme. Thus, we infer that by us-
ing the readily available channel state information, it is possible to significantly
improve the performance of slotted CSMA/CA scheme.
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Abstract. Many enhanced schemes of IEEE 802.11e have been proposed to meet 
the increasing demand for Quality of Service (QoS). Most of them adjust the 
parameters, such as Contention Window (CW), according to whether the trans-
mission is successful or failed, but don’t consider the channel condition (band-
width) at transmitting frames. In a wireless network, the channel condition is 
time-varying due to some factors such as station mobility, time-varying inter-
ference, and location-dependent errors. In this paper, we propose the Enhanced 
Distributed Channel Access with Link Adaptation (EDCA-LA) algorithm by 
adapting with the time-varying channel condition. Our idea is to set the smaller 
backoff time for a station which has a better channel to achieve higher overall 
performance. Simulation results show that EDCA-LA outperforms the standard 
EDCA on throughput and average end-to-end delay. 

1   Introduction 

In recent years, the need for mobile communications increased rapidly, causing that 
Wireless Local Area Network (WLAN) gained strong popularity. However, the wide-
spread use of emerging real-time multimedia applications over wireless networks made 
the QoS support be a key problem. Due to the importance of wireless QoS, IEEE 
802.11e, an enhanced version of 802.11, has been proposed to provide the QoS exten-
sion in WLANs. 

The architecture of IEEE 802.11 standard includes the definitions of the MAC 
sublayer and physical layer [1]. The IEEE 802.11 MAC sublayer has two access 
mechanisms: Distributed Coordination Function (DCF) and Point Coordination Func-
tion (PCF). The DCF mode is defined as the contention mode and adopts Carrier Sense 
Multiple Access/Collision Avoidance (CSMA/CA) for medium access. The PCF is 
known as the contention free mode and uses a centrally controlled polling method to 
support synchronous data transmission. To support QoS in WLAN, the new standard 
IEEE 802.11e has been proposed [2]. IEEE 802.11e introduces a new MAC access 
method named Hybrid Coordination Function (HCF), which consists of two parts: 
Enhanced Distributed Channel Access (EDCA) and HCF Controlled Channel Access 
(HCCA). 

The existing researches focusing on 802.11e can be classified into two categories: to 
pursue the QoS achievement (service differentiation) [3-5] and to pursue the per-
formance improvement [6-8]. In pursuing the QoS achievement, AEDCF dynamically 
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adjusted contention window according to the transmission is successful or failed in 
order to provide service differentiation [3]. The SBB (Schedule Before Backoff), in-
stead of SAB (Schedule After Backoff) adopted by EDCA, was proposed by using 
WRR (Weighted Round Robin) and varying CW for EDCA virtual contention [4]. The 
goal is avoiding the starvation of low priority traffic when load is high. In order to 
achieve service differentiation and good fairness, the proper AIFSs were calculated for 
different ACs in [5]. 

In pursuing the performance improvement, Malli et al. adjusted CW and backoff 
time according to the collision happening [6]. The main idea is fast increasing CW 
when the collision is serious and fast reducing CW when the channel is idle. Vollero et 
al. proposed an approach that QoS Access Point (QAP) uses a specific probability to 
skip transmitting ACK frame to the original data sender [7]. Chevillat et al. used the 
ACKs of transmitted frames as the measurement of channel condition [8]. The basic 
idea of this algorithm is that if the number of consecutive successful transmissions 
exceeds a threshold, the transmission rate is increased. On the other hand, if the number 
of consecutive failed transmission exceeds the other threshold, the transmission rate is 
decreased. 

In reality, the channel conditions are time-varying in wireless networks. The 
802.11a, 802.11b, and 802.11g provide several PHY modes that combine different 
coding rates with modulations to support multiple data rates. PHY modes can be dy-
namically selected through Link Adaptation to achieve a compromise between 
throughput and error rate [9]. Auto rate schemes proposed in [10] showed significant 
throughput gain by matching the data rate with the channel condition. 

Although the dynamic link adaptation is an excellent approach, transmitting frames 
at a low data rate will damage the network throughput. Therefore, how to let the frames 
be transmitted at some higher-bandwidth links is worthily studied. A feasible way 
dealing with the channel variations in wireless networks is to combine EDCA with 
adaptive PHY mode selection. We have designed a new scheme called EDCA with 
Link Adaptation (EDCA-LA), which adaptively adjusts backoff time for each AC by 
taking the channel condition into account. The idea behind EDCA-LA is to increase the 
backoff time when the channel condition is bad and to decrease this time when the 
channel condition is good. 

The paper is organized as follows. Section 2 describes an overview of the IEEE 
802.11 MAC and IEEE 802.11e MAC for wireless communication. The EDCA-LA 
algorithm is presented in Section 3. Section 4 presents some simulation results and 
gives their implicit reasons. Finally, our conclusions are given in Section 5. 

2   Background 

2.1   IEEE 802.11 MAC 

The main purpose of the 802.11 MAC layer is to provide reliable data services for 
higher layer protocols and to control fair access to the shared wireless medium. The 
basic medium access protocol is DCF that allows for fair medium sharing through the 
use of Carrier Sensing Multiple Access with Collision Avoidance (CSMA/CA). A 
station (STA) using DCF has to follow two medium access rules: One is that the STA 
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shall be allowed to transmit the frames only if its carrier-sense mechanism determines 
that the medium has been idle for at least Distributed Interframe Space (DIFS) time; 
and the other is that the STA shall select a random backoff time, ranging between 0 and 
CW, after sensing the busy medium or detecting an unsuccessful transmission. 

To provide reliable and high-performance data transmission, the 802.11 standard 
defines an optional mechanism, RTS/CTS. This mechanism can increase the sturdiness 
of the protocol and address the problem of “hidden node”. Under this mechanism, a 
STA sends a RTS frame to the destination before transmitting any MAC Service Data 
Unit (MSDU). After the Short Interframe Space (SIFS) waiting, the destination then 
responds with a CTS frame once it has successfully received a RTS. The source can 
then send the MSDU after receiving the expected CTS response. All frames, including 
RTS and CTS frames, contain duration information about the length of the 
MSDU/ACK transmission. All ambient STAs will update an internal timer called 
Network Allocation Vector (NAV) according to the duration information and defer any 
transmission until the timer runs out.  

2.2   IEEE 802.11e MAC 

The IEEE 802.11e MAC is an emerging standard to support QoS. This standard in-
troduces HCF, which combines functions from DCF and PCF with enhanced 
QoS-specific mechanisms and frame types. HCF has two modes of operation: EDCA 
and HCCA. HCF allocates QSTAs the right to transmit through Transmission Oppor-
tunity (TXOP), which defines the start time and the maximum duration during which a 
QSTA can transmit a series of frames. TXOPs are allocated via contention 
(EDCA-TXOP) or granted through HCCA (polled-TXOP). 

EDCA provides four Access Categories (ACs), where each AC represents a specific 
QoS provision, as shown in Fig. 1. Each AC within a QSTA contends for accessing the 
medium and independently starts its backoff after sensing the medium idle for at least 
AIFS period in deferral. Differentiated ACs are achieved by differentiating the fol-
lowing three key parameters. 

3]

  

Fig. 1. ACs and virtual collision 
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Fig. 2. AIFS parameter in IEEE 802.11e EDCA mechanism 

 TXOP Limit: The maximum duration for which a QSTA can transmit after ob-
taining a TXOP. TXOP Limit can be used to ensure that high-priority traffic gets 
greater access to the medium. Each AC is assigned a specific 

[ ]iTXOPLimit AC ( 0,..,3)i =  to provide QoS differentiation. 

 Arbitration Inter-Frame Space (AIFS): The time interval between the wireless 
medium becoming idle and the start of channel access negotiation. Each AC is 
assigned a specific [ ]iAIFS AC ( 0,..,3)i =  to provide QoS differentiation. Fig-

ure 2 shows the EDCA timing diagram, where three ACs, i.e., AC0, AC2 and 
AC3, are shown:. The AIFS for a given AC is determined by the equation 

,AIFS AIFSN SlotTime SIFS= × +  where AIFSN is AIFS Number and deter-
mined by the AC and physical settings, and SlotTime is the duration of a time slot. 

 Contention Window (CW): A number used for generating the backoff time in 
the backoff mechanism. The backoff time, which is used to determine the time 
interval a QSTA has to wait before transmission after deferral, is a random 
number that lies between 0 and CW. The backoff time is computed as follows:  

 ( ) ,Backoff Time Random CW SlotTime= ×  

where Random(CW) is pseudorandom integer drawn from an uniform distribution over 
the interval [0, CW]. CW is an integer within the range of values CWmin and CWmax (i.e., 

min maxCW CW CW≤ ≤ ). The initial CW is set as CWmin. This value is multiplied by a 

factor (usually double) after each failed transmission and is reset as CWmin after any 
successful transmission. In 802.11e, each AC is assigned a specific [ ]iCW AC (i.e., 

min [ ]iCW AC  and max[ ]iCW AC ) to provide QoS differentiation. A smaller CW is as-

signed to a higher-priority AC to favor this AC. 

3   EDCA-LA Algorithm 

Although EDCA provides a priority scheme by differentiating TXOP limit, AIFS, and 
CW, the high priority traffic with low transmission rate (poor channel condition) leads 
long transmission time and decreases overall performance. Recently, many rate  
adaptation schemes have been proposed to utilize the multi-rate capability offered by 
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the IEEE 802.11 wireless MAC protocol through automatically adjusting the trans-
mission rate to best match the channel condition. The 802.11 physical layers provide 
multiple data transmission rates by employing different modulation and channel coding 
schemes. As shown in [11], the transmission rate should be chosen in an adaptive 
manner since the wireless channel condition varies over time due to such factors as 
station mobility, time-varying interference, and location-dependent errors. IEEE 
802.11b PHY provides four PHY modes with data transmission rates 1/2/5.5/11Mbps. 

In order to take the channel condition into account, we design an adaptive EDCA with 
Link Adaptation (EDCA-LA) scheme. In EDCA-LA, the QSTAs can adaptively adjust 
the backoff time based on the measured channel conditions. Our idea is to combine 
EDCA with adaptive PHY mode selection, so that the proper PHY rate as well as the 
better channel can be more easily adopted to achieve higher network performance. 

In EDCA-LA, every AC adjusts its backoff time according to the measured trans-
mission rate j

currTR  at the jth update. The value of j
currTR  is obtained from the current 

PHY rate. To avoid the effect from rapid fluctuation of channel condition, an estimator 
of Exponentially Weighted Moving Average is used to smoothen the measured channel 
condition. Let j

avgTR  be the average transmission rate at the jth update, and it is com-

puted according to the following iterative relationship:           

1 (1 )j j j
avg avg currTR TR TRα α−= × + − × , 

where α  is the smoothing factor and determines the weight of history in the averaging 

process. After j
avgTR  is obtained, the channel quality, ρ , is derived from the following 

relationship: 

max

1
2

j
avgTR

TR
ρ =

×
 , 

where TRmax represents the maximum transmission rate in the PHY mode (e.g. 11Mbps 
in 802.11b, 54Mbps in 802.11a, and 54Mbps in 802.11g).  

Using ρ , after any successful transmission of frame in AC i, the backoff time is 

then updated as follows: 

min[ ] [ ],

1
 ( [ ]) .

i i

i

CW AC CW AC

Backoff Time Random CW AC SlotTime
ρ

=

= × ×
 

After each failed transmission of frame in AC i, the new CW of this AC is doubled and 
the backoff time is updated with the factor ρ as 

[ ] 2 [ ],

1
 ( [ ]) .

i i

i

CW AC CW AC

Backoff Time Random CW AC SlotTime
ρ

= ×

= × ×
 

A flow chart explaining the operation of EDCA-LA is shown in Fig. 3. 
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Fig. 3. The flow chart of the EDCA-LA algorithm 

4   Simulation Results and Their Implications 

In this section, we present the simulation results of EDCA-LA performance and 
compare it with the EDCA scheme. 

4.1   Simulation Environment 

In our simulation, the wireless topology consists of several QSTAs and a QAP. All 
QSTAs are located such that every QSTA is able to detect the transmission from any 
other QSTA. The number of QSTAs is varied from 1 to 15 to simulate the increase of 
network load. 

For simplicity and without loss of generality, we assume that there are three active 
ACs in each QSTA, one is AC3 with highest priority traffic, and the others are AC2 and 
AC0 with lower priority traffic. We use 802.11b PHY, that is, four data transmission 
rates: 1/2/5.5/11Mbps. The values of parameters used in our simulation are listed in 
Table 1. The chosen traffic characteristics are shown in Table 2. 

Table 1. Simulation parameters 

SIFS 20μs CWmin[AC3] 7 
SlotTime 20μs CWmax[AC3] 15 

Number of 
QSTAs 1~15 CWmin[AC2] 15 

AIFS[AC3] SIFS + 1× SlotTime CWmax[AC2] 31 
AIFS[AC2] SIFS + 1× SlotTime CWmin[AC0] 31 
AIFS[AC0] SIFS +2× SlotTime CWmax[AC0] 1023 
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Table 2. Type of traffic 

Traffic type Frame size Interval 
AC3 100 bytes 20 ms 
AC2 250 bytes  40 ms 
AC0  500 bytes  80 ms 

4.2   Simulation Results 

Figure 4 shows the throughput occupied by AC3, AC2 and AC0 for EDCA and 
EDCA-LA. Three points are easily observed. First, EDCA and EDCA-LA mechanism 
actually provide an effective way of throughput differentiation because of different 
AIFS and CW settings. When the number of QSTAs exceeds five, the lowest-priority 
traffic AC0 begins suffering from starvation because some bandwidth is grabbed by 
higher-priority traffic AC3 and AC2. The similar situation happens between AC3 and 
AC2 when the number of QSTAs grows up to eight. Second, as the number of QSTAs 
increases, the overall throughput first increase before the saturation (the number of 
QSTAs is about five), and then slightly decrease. The throughput drop causes from that 
more stations will generate more serious contention at accessing the wireless medium. 
Finally, the most important observation is that EDCA-LA has much more overall 
throughput than EDCA, observing from EDCA-LA Total>>EDCA Total. This is be-
cause EDCA uses the higher-bandwidth link to transmit the frames.  

Deeply comparing the throughput of individual AC between EDCA-LA and 
EDCA, the throughput of EDCA-LA AC3 and EDCA AC3 are very similar, while 
EDCA-LA AC2 has larger throughput than EDCA AC2 and EDCA-LA AC0 has larger 
throughput than EDCA AC0 when the numbers of QSTAs exceed eight and five, re-
spectively. The similarity of EDCA AC3 and EDCA-LA AC3 occurs because even 
when the number of QSTAs is 15, only AC3 traffic does not saturate the link, causing 
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Fig. 4. Comparison between EDCA-LA and EDCA on throughput 
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that it can obtain the required bandwidth due to its highest priority. However, the 
bandwidth is actually grabbed from AC2 and AC0. As stated previously, EDCA-LA 
has more overall throughput than EDCA. Thus the grab in the former is less serious 
than the latter, implying that EDCA-LA AC2 will get more throughput than EDCA 
AC2 . The similar case also happens for AC0.  

Figure 5 shows the average end-to-end delay of AC3, AC2 and AC0 for EDCA and 
EDCA-LA. The frame’s end-to-end delay means the duration between it enters the AC 
queue and the original QSTA gets the corresponding ACK. Three points are also ob-
served from this figure. First, EDCA and EDCA-LA mechanism actually provide an 
effective way to achieve end-to-end delay differentiation. The high-priority traffic AC3 
always has much shorter delay than the lower-priority traffic AC2 and AC0 because the 
different AIFS and CW settings. The lower-priority traffic AC0 and AC2 begins suf-
fering from starvation when the numbers of QSTAs are larger than five and eight, 
respectively. The starvation causes the rapid increase of the average delay of AC0 and 
AC2. Second, the delay of all ACs increases as the number of QSTAs increases. This is 
because the more stations there are, the more collisions there are, leading to a longer 
backoff time for each AC and then the increase in the average end-to-end delay of all 
ACs. Finally, the most important observation is that EDCA-LA has shorter delay than 
EDCA regardless of what AC. For AC2 and AC0, EDCA is saturated when the num-
bers of QSTAs are five and eight, which are smaller than the saturation values, six and 
ten, in EDCA-LA, respectively. This phenomenon causes that the end-to-end delay of 
EDCA also boost earlier than EDCA-LA. For AC3, the EDCA-LA has the shorter 
end-to-end delay than EDCA because the former uses the higher-bandwidth link to 
transmit its frames and obtains shorter transmission time, although they achieve the 
similar throughput.  

Figure 6 shows the throughput in seven stations as the traffic load of each station 
increases. We adjust the interarrival time of AC traffic to control the traffic load. When 
traffic load increases, the throughput of the lower priority traffic, AC2 and AC0, de-
creases. The highest priority traffic AC3 grabs their bandwidth if the traffic load  
 

 

Fig. 5. Comparison between EDCA-LA and EDCA on average end-to-end delay 
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Fig. 6. The throughput in seven stations as the traffic load of each station increases from 0 Kbps 
to 280 Kbps 
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Fig. 7. The average end-to-end delay in seven stations as the traffic load of each station increases 
from 0 Kbps to 280 Kbps 

exceeds 175Kbps. The total throughput of EDCA-LA has much more throughput than 
EDCA. Actually, figure 6 has the similar tread with figure 4, and the same reasons can 
interpret these curves. 

Figure 7 shows the average end-to-end delay in seven stations as the traffic load of 
each station increases. The delay of the lower priority traffic, AC0 and AC2, rapidly 
increases after offered traffic load exceeds 105Kbps and 175Kbps respectively, and are 
significantly longer than that of the highest priority traffic AC3. For more than 
105Kbps and 175Kbps, EDCA-LA AC0 and EDCA-LA AC2 has much shorter delay 
than EDCA AC0 and EDCA AC2, respectively.  EDCA AC3 has slightly shorter delay 
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than EDCA AC3 because the former use the higher-bandwidth link to decrease the 
transmission time. Actually, figure 7 has the similar tread with figure 5, and the same 
reasons can interpret these curves. 

5   Conclusions 

The main contribution in this paper is designing a dynamic backoff time scheme with 
considering the channel condition in IEEE 802.11e WLANs. By letting the station 
having the better channel owns the smaller backoff time, it has the larger probability to 
access wireless medium, causing the higher performance. Simulation results have 
shown that EDCA-LA outperforms EDCA under the environments with different 
numbers of stations and with different load in each station. 
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Abstract. There are several network management and measurement tasks,
including for example traffic engineering, service differentiation, performance
or failure monitoring or security, that can greatly benefit with the ability to
perform an accurate mapping of network traffic to IP applications. In the last years
traditional mapping approaches have become increasingly inaccurate because
many applications use non-default or ephemeral port numbers, use well-known
port numbers associated with other applications, change application signatures or
use traffic encryption. Thus, new solutions are needed for this problem and this
paper presents a new approach, based on neural networks, that is able to solve
the problem of application detection and at the same time can predict the traffic
level associated with each application based on the overall aggregated traffic,
while overcoming the limitations of the previous approaches. Results obtained
show that the proposed framework constitutes a valuable tool to detect Internet
applications and predict their traffic levels since it can achieve good performance
results while, at the same time, avoid the most important disadvantages presented
by the other detection methods.

Keywords: Port matching, protocol analysis, semantic and syntactic analysis,
neural networks.

1 Introduction

The different techniques that are currently used to identify IP applications have
important drawbacks that limit or dissuade their application. Port based analysis is
the most basic and straightforward method to detect applications and users based on
network traffic and is based on the simple concept that many applications have default
ports on which they function. To perform port based analysis, administrators just need
to observe the network traffic and check whether there are connection records using
these ports: if a match is found, it may indicate a particular application activity. Port
matching is very simple in practice, but its limitations are obvious: most applications
allow users to change the default port numbers by manually selecting whatever port(s)
they like; additionally, many newer applications are more inclined to use random
ports, thus making ports unpredictable; there is also a trend for applications to begin
masquerade their function ports within well-known application ports. Protocol analysis
monitors traffic passing through the network and inspects the data payload of the
packets according to some previously defined application signatures. However, this
approach still has some shortcomings: IP applications are evolving continuously and
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therefore signatures can change; application developers can encrypt traffic making
protocol analysis more difficult; signature-based identification can affect network
stability because it has to read and process all network traffic. Syntactic and semantic
analysis of the data flow avoids some of the disadvantages of port-based analysis and
protocol analysis. This approach can perform protocol recognition regardless of any
encapsulation and is able to extract data specific to each protocol. However, this analysis
can be a burden to network stability due to its high processing requirements and is not
appropriate when dealing with confidentiality requirements, because in these situations
it is not possible to have access to the packet contents (the same drawback is found in
the protocol analysis approach).

A new approach, based on Neural Networks (NNs), was developed to detect Internet
applications based on the overall aggregated network traffic and estimate the amount
of traffic (represented by the number of downloaded bytes or packets) corresponding to
each application. The NN model is trained using a set of known traffic values associated
with each application and the corresponding aggregate traffic; after the training phase,
the trained NN model can identify the traffic level associated with each application
based on new values of aggregate traffic that are presented as inputs. The correlation
that exists between the temporal sequence of aggregate traffic values and the current
distribution of traffic per application is taken into account by presenting the current and
the last h (where h represents a configurable parameter) values of aggregate traffic as
inputs of the NN model. The a priori identification of the applications that constitute the
traffic values used in the training phase can rely on conventional application mapping
approaches or can derive from known traffic generated in a controlled environment.

The ability to detect an IP application relies on the traffic characteristics or profile
associated to that application. From Figure 2 we can see that typically the File Sharing
service has a very high bandwidth usage pattern characterised by a large variability,
which can be attributed to the large number of TCP sessions that are opened/closed.
The HTTP service is characterised by a set of non-periodic high bandwidth utilisation
peaks, with very short durations, that result from the user clicks. On the contrary, the
Games service is characterised by periodic (high-frequency) short duration peaks and
a small bandwidth usage, while the Streaming service is characterised by a constant
medium bandwidth usage. In a real network scenario, what we have is a mixture of
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Fig. 1. Bandwidth utilisation (in percentage) per service: (left) File sharing; (right) HTTP
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Fig. 2. Bandwidth utilisation (in percentage) per service: (left) Games; (right) Streaming

several services and the goal is to identify the different applications from the aggregated
traffic. In the left part of Figure 3 we represent the percentage of bandwidth utilisation
for a mixture of 80% of File Sharing and 20% of HTTP traffic: for this scenario,
we can see high bandwidth usage and large variability for medium bandwidth values,
typical characteristics of this level of File Sharing traffic, and non-periodic very short
duration peaks, which is a typical behavior of the HTTP service. In the central part
we represent the percentage of bandwidth utilisation for a mixture of 20% of File
Sharing and 80% of HTTP traffic: in this case, it is easy to identify medium bandwidth
usage and large variability for smaller bandwidth values, resulting from the presence
of 20% of File Sharing traffic, and non-periodic very short duration peaks, which are
due to the typical behavior of the HTTP service. In the right plot we represent the
percentage of bandwidth utilisation for a mixture of 10% of File Sharing, 70% of HTTP
traffic and 20% of Streaming traffic: in this case, we can identify a medium bandwidth
comsumption, resulting from the File Sharing service, small variability for smaller
bandwidth values, resulting from the presence of Streaming and File Sharing traffic,
variability around a specific bandwidth value suggestting the presence of File Sharing
and non-periodic very short duration peaks, which are due to the typical behavior of the
HTTP service.
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Fig. 3. (left) Bandwidth utilisation (in percentage) for a mixture of 80% of File sharing and 20%
of HTTP; (center) Bandwidth utilisation (in percentage) for a mixture of 20% of File sharing
and 80% of HTTP and (right) Bandwidth utilisation (in percentage) for a mixture of 80% of File
sharing and 20% of HTTP
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The capacity to detect and identify Internet applications can be used in Quality of
Service (QoS) and security insurance mechanisms. In fact, once a service provider is
able to associate traffic to its corresponding IP application it can use this information to
group traffic with different or similar (depending on the most advantageous situation)
statistical characteristics in order to optimise the bandwidth occupancy of the links.
The ability to identify Internet applications can also be used to detect security attacks,
like worms, zombies, among others, and consequently trigger the appropriate defence
and/or repair actions.

Neural Networks have been successfully used in several applications, like pattern
recognition [1], classification of Internet users [2,3], intrusion detection [4,5], among
others, due to their advantageous properties like parallel processing of information,
capacity to recognise patterns of information in the presence of noise and handle non-
linearity, capacity to classify information and quick adaptability to system dynamics.

The results obtained in this paper show that NNs are able to detect Internet
applications and their corresponding traffic levels, being at the same time immune to
the most important drawbacks presented by traditional detection techniques. Once the
NN model is conveniently trained it can be used to detect (without looking at the packets
contents) the presence of Internet applications and predict their traffic values for new
aggregate traffic values that are presented as inputs. The computational requirements of
the training phase can be significant, but this is an off-line phase; the on-line simulation
phase can be performed almost instantaneously.

The paper is organised as follows. Section 2 gives an overview of the traffic trace
that is used in this study. Section 3 describes the way NNs are used to identify Internet
applications and predict their traffic values: after identifying and describing the specific
problem to solve, a suitable NN architecture is proposed and conveniently justified.
Section 4 presents and discusses the results and, finally, section 5 presents the main
conclusions.

2 Overview of the Traffic Trace

Our analysis resorts to a data trace measured in a Portuguese ISP that uses a CATV
network and offers several types of services, characterised by the following maximum
allowed transfer rates (in Kbit/s) in the downstream/upstream directions: 128/64,
256/128 and 512/256. The trace was measured during a whole week period, from
8h:13m AM of Wednesday July 2, 2003, to 7h:32m PM of Tuesday July 8, 2003.
The measurements consisted in detailed packet level measurements, where the arrival
instant and the first 57 bytes of each packet were recorded. This includes information on
the packet size, the origin and destination IP addresses, the origin and destination port
numbers, and the IP protocol type. Both upload and download traffic were measured,
although this study only deals with download traffic. The traffic analyzer was a 1.2 GHz
AMD Athlon PC, with 1.5 Gbytes of RAM and running WinDump. No packet drops
were reported by WinDump in both measurements.

The specific data set used in this study was extracted from the whole data trace and
includes 10 users (the ones that generate more aggregate traffic) characterised by their
download traffic (in bytes) in 1 minute intervals. In order to train the NN and to evaluate
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Table 1. Port numbers associated to each identified application group

Application group Port numbers
File Sharing 1214,4662,412,413,1412,6699,20,21

HTTP 80,443
Games 2234,2344,2346,UDP 12203,UDP 27005

Streaming 1755
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Fig. 4. Download traffic (in bytes) per application

its performance in identifying Internet applications and predicting their traffic levels,
the different Internet applications that contributed to the measured data were identified
using port-based analysis: four application groups were identified according to the port
numbers presented in Table 1. Note that, according to some of the reasons that were
mentioned in section 1, this classification process can be itself subject to some errors.
Obviously, other IP applications have also contributed to the aggregate traffic, but the
four identified applications are responsible for about 95% of the total measured traffic.

Figure 4 represents the download traffic (in bytes) corresponding to the 10 selected
users, including either the aggregated traffic and the traffic corresponding to each
application group. Looking at this graph, some remarks can be immediately pointed out:
(i) the File Sharing and Games services contribute with the major part of the download
traffic; (ii) the HTTP and Streaming services have small to medium download traffic
values with non-periodic profiles. These characteristics will have obvious impacts on
the detection and prediction results obtained by applying neural networks.

3 Neural Network Model to Detect Internet Applications

The main objective of this study is to detect the activity of different Internet applications
based on the overall aggregate traffic (as represented by the number of download
bytes) and, a step further, to estimate the amount of traffic (number of download bytes)
corresponding to each application. Figure 5 schematically represents the main idea of
this study: the neural network model uses the overall aggregate traffic to detect the
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Fig. 5. Framework for detect IP applications and estimating their utilisation level

activity of each IP application and estimate its utilisation level. In order to incorporate
some history in this detection/prediction process (that can take into account correlations
that possibly exist between aggregate traffic and traffic distribution per application in
adjacent time periods), the current and the last h values of the aggregate download
traffic will be used to estimate the current distribution of traffic per application. This
problem will be solved using a back propagation NN model.

Back propagation is a general purpose learning algorithm for training multilayer
feed-forward networks that is powerful but expensive in terms of computational
requirements for training. A back propagation NN model uses a feed-forward topology,
supervised learning, and the back propagation learning algorithm. A back propagation
network with a single hidden layer of processing elements can model any continuous
function to any degree of accuracy (given enough processing elements in the hidden
layer) [6].

For the dimension of our problem a conventional feed-forward back propagation
network with three layers seems to be appropriate. The input layer will have h + 1
neurons, corresponding to the dimensionality of the input vectors: each input vector is
composed by the current and the last h values of the aggregate traffic. We have tried
different values of h, concluding that the performance gains obtained did not increase
substantially from the ones given by a six neuron input layer NN (h = 5). Thus, we
have considered a NN model having 6 neurons in the input layer. The output layer will
have 7 neurons, since each output vector represents the distribution of traffic by each
one of the 7 application groups previously detected. The number of nodes in the hidden
layer is empirically selected such that the performance function (the mean square error,
in this case) is minimised. Different NNs with variable number of neurons in the hidden
layer were considered and their performance was calculated, leading to a choice of 5
hidden nodes. The final structure of the proposed NN model is presented in Figure 6.

In the proposed NN model, scalar wi
n,j represents the weight value corresponding to

layer i, i = 1, 2, 3, that is multiplied by input n of neuron j, where n and j have different
ranges depending on the network layer. Scalar bi

j represents the bias associated with
neuron j of layer i. For the input and hidden layers, a tan-sigmoid transfer function
(represented by f in Figure 6) is used, generating outputs between -1 and 1 as the
neuron´s input goes from negative to positive infinity. For the output layer, a linear
transfer function (represented by g in Figure 6) is used in order to generate any output
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Fig. 6. Architecture of the Neural Network used to detect Internet applications

value. It is known that multiple layers of neurons with nonlinear transfer functions
allow the network to learn nonlinear and linear relationships between input and output
vectors [7,8]. Automated Bayesian regularisation is used to improve generalisation of
the neural network, in order to avoid overfitting [9]. Using the above notation, the jth

neuron in layer i produces an output ai
j given by: ai

j = F (
∑

n(wi
n,ja

i−1
n ) + bi

j), n =
1, 2, ...N, j = 1, 2, ..., J , where N and J are the number of inputs and size of layer i,
respectively, and F represents the transfer function of layer i (it can be f or g).

The application of a NN to solve a particular problem involves two phases: a training
phase and a test phase. In the training phase, a training set is presented as input to
the NN which iteratively adjusts network weights and biases in order to produce an
output that matches, within a certain degree of accuracy, a previously known result
(named target set). In the test phase, a new input is presented to the network and a
new result is obtained based on the network parameters that were calculated during
the training phase. There are two learning paradigms (supervised or non-supervised
learning) and several learning algorithms that can be applied, depending essentially
on the type of problem to be solved. For our problem the network was trained
incrementally, that is, network weights and biases were updated each time an input
was presented to the network. This option was mostly determined by the size of the
training set: loading the complete training set at once and presenting it as input to
the NN was very consuming in terms of computational memory. The training method
used was the Levenberg-Marquardt algorithm combined with automated Bayesian
regularisation, which basically constitutes a modification of the Levenberg-Marquardt
training algorithm to produce networks which generalise well, thus reducing the
difficulty of determining the optimum network architecture.

For solving our detection problem, a set including the 10 users that generated more
aggregate traffic was selected from the original data set (containing 6655 users) and
divided in two subsets of equal size, 5 users. The first subset was used to train the NN -
it became the training set - and the second one was used to test the trained NN - the
test set.
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4 Results

The traffic prediction results given by the proposed framework are shown in the plots of
Figures 7 and 8, where each plot corresponds to a specific application. Each one of these
plots compares, for a given application, the target utilisation level and he utilisation level
predicted by the NN. The utilisation level of a specific application corresponds to the
fraction of overall aggregate traffic that belongs to that application.

From the obtained results we can see that the NN is conveniently trained (there are
some discrepancies for the higher and lower target values) and this is reflected in the
test phase that shows a good match between the target and predicted values, with a clear
exception at the highest target value that is not conveniently predicted.

For the File Sharing service (left part of Figure 7) there are frequent peaks of
utilisation level values (both in the training and test phases) and the NN model is
conveniently trained being able to predict the peak values in the test phase. However,
there are some errors (not very significant) in the prediction of the higher peaks, since
the NN model has never seen target value equal to this ones in the training phase. A
similar behaviour is obtained for the HTTP service (right part of Figure 7), where the
prediction results are also very good.
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Fig. 7. Target and predicted utilisation levels: (left) File sharing service; (right) HTTP service
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Table 2. Errors (in percentage) of estimating the download traffic and activity per application

Downloaded traffic Activity
Service Train Test Train Test

File Sharing 4.62% 8.05% 2.20% 3.46%
HTTP 5.51% 10.47% 4.76% 6.46%
Games 7.31% 12.69% 5.46% 7.11%

Streaming 3.88% 5.61% 1.76% 3.28%

For the Games service (left part of Figure 8) the prediction errors are more
significant, since this service is characterised by a highly varying pattern of probability
values, that includes a lot of high values. In this case, the NN model has more difficulties
in estimating the highest utilisation levels that are presented to the model in the test
phase. The Streaming service (right part of Figure 8) presents an almost periodic pattern
of utilisation levels, with very small probability values. In this case, the NN model is
conveniently trained and is able to predict the target utilisation levels that are presented
in the test phase. Note that, in this case, the utilisation level profiles of the train and test
phases are very similar.

Table 2 presents the train and test errors (in percentage) per application, that is, the
difference in percentage between the target and predicted utilisation levels for each
service. These results give a more detailed insight into the results plotted in Figures 7
and 8. Table 2 also presents the train and test activity errors (in percentage) per
application, that is, the ability of the NN model to detect the existence or absence of
activity for each service. We consider that a given application is active if its number of
downloaded bytes is higher than 0.001% of the download tranfer rate for each client
(which is 512 Kbit/s), that is, 23.04 Kbyte/hour.

Concluding, we can say that the target utilisation levels for each application are well
approximated by the NN model. There are, however, some discrepancies between the
target and output values, specially for the higher target values, since the NN model is
not generally able to predict very high target values that occur unfrequently.

5 Conclusions and Further Research

Network management and measurement tasks like traffic engineering, service dif-
ferentiation, performance/failure monitoring, and security can greatly benefit from
an accurate mapping of traffic to Internet applications. This paper proposes a new
framework, based on neural networks, to detect Internet applications and predict
their traffic levels. The obtained results are very promising, making this framework
a potential tool to solve this problem. Besides, the proposed approach does not suffer
from the most important drawbacks presented by other identification methodologies.
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Abstract. The Internet telephony application Skype is well-known for
its capability to intelligently tunnel through firewalls by selecting cus-
tomized ports and encrypting its traffic to evade content based filtering.
Although this capability may give some convenience to Skype users, it in-
creases the difficulty of managing firewalls to filter out unwanted traffic.
In this paper, we propose two different schemes, namely payload-based
and non-payload based, for identification of Skype traffic. As payload
based identification is not always practical due to legal, privacy, perfor-
mance, protocol change and software upgrade issues, we focus on the
non-payload based scheme, and use the payload based scheme mainly
to verify its non-payload based counterpart. Our research results reveal
that, at least to a certain extent, encryption by Skype to evade content
analysis can be overcome.

1 Introduction

In recent years, Voice over IP (VoIP) - the transmission of voice over traditional
packet-switched IP networks - has gained increasing popularity and has been
widely deployed by many enterprises. Compared with conventional PSTN tele-
phony service, it offers lower cost, greater flexibility and easier integration with
other services such as call monitoring and auditing if traffic is not encrypted.

Among VoIP applications, Skype has a reputation for ease of use, superior
sound quality and secure communication. Skype claims that it can work almost
seamlessly across NATs and firewalls, and has better voice quality than other
major free-to-use VoIP applications such as ICQ, AIM and MSN [7]. Skype calls
are encrypted “end-to-end” and are not tappable by intermediate routing nodes.
Additionally, Skype is built on a decentralized overlay peer-to-peer network.
Calls can be relayed through an intermediate node if both ends are behind NATs
or firewalls that prevent direct connections. Skype hence claims to offer a higher
call completion rate than any other VoIP applications [7].

However, every coin has two sides - the aforementioned advantages of Skype
may be undesirable under certain circumstances. There may be situations where
phone calls are of a personal nature, not business-related, and it is desired to
prevent if possible this abuse of network access. In such situations, the capabil-
ity to intelligently tunnel through firewalls increases the overhead for network
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management and is not desirable by the organization. Some organizations, such
as banks or government agencies, may be required to monitor communications
between their employees and customers for training or auditing purposes. How-
ever, they are not able to do so with Skype communications because Skype uses
a proprietary protocol and encrypts the communication end-to-end. Addition-
ally, Skype running on a user’s computer may route calls for other network users
without the user’s awareness. This can pose a problem on networks that have
limited resources and Internet connectivity. Therefore, it may be seen as highly
desirable to be able to detect or block individual Skype nodes running inside a
managed network.

However, the ability to tunnel through firewalls by using customized ports in-
creases the difficulty of detecting or blocking Skype traffic at the network layer
without blocking some other applications that may be required by an organiza-
tion. For example, blocking ports greater than 1024 to incoming data packets
in order to frustrate use of these ports by Skype will also throttle some stream-
ing protocols [3] [4]. Inspection of packet payloads at the application layer does
not help much either, as Skype voice traffic is encrypted. These factors have
combined to make detecting or blocking Skype a difficult task for firewalls or
intrusion detection systems, and there has not been systematic approach de-
scribed in the open literature to distinguish Skype voice traffic from other types
of streaming traffic, such as real-audio or gaming traffic.

1.1 Related Work

Much research has been done on identifying peer-to-peer traffic. Sen et al. [15]
presented a signature-based approach to identifying traffic generated by five pop-
ular P2P applications. They derived TCP signatures for each application mainly
by examining packet-level traces and some available documents. Karagiannis et
al. [17] extended this approach to nine P2P applications. Furthermore, they
proposed two non-payload based heuristics to identify P2P applications, namely
“TCP/UDP IP pairs” and “{IP, port} pairs”. The “TCP/UDP IP pairs” heuris-
tic identifies source-destination IP pairs that use both TCP and UDP transport
protocols. It is based on the observation that most file-sharing P2P applications
use UDP and TCP to transfer, respectively, query or query responses and actual
data. The “{IP, port} pairs” heuristic utilizes the connection patterns of P2P
applications. In P2P networks, a peer advertises its IP and port on the network
so that other peers can connect. As a result, the number of distinct IPs con-
nected to the advertised <IP, port> pair will be roughly equal to the number of
distinct ports used to connect to it.

There is also considerable research interest in detecting Skype traffic [5] [19]
[9]. When either caller or callee or both are behind NATs or firewalls that pre-
vent direction connection, Skype traffic must be relayed via a third node. This
situation is referred to as Skype traffic relaying. Suh et al. [9] proposed to de-
tect relaying of Skype traffic by an end-host in a monitored network based on
the correlation of packet sizes and bit rates between the incoming and outgo-
ing (relayed) Skype traffic flows. They take the perspective of the operator of
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a large network, who is monitoring incoming and outgoing traffic at an access
link. The goal is to determine whether Skype traffic is being relayed through an
end-host belonging to the network. Their detection heuristic is based on the facts
that 1) two flows carrying Skype-relayed traffic must have opposite directions
(one entering, the other leaving the network), have the same end-host (same
IP address) within the network being monitored, and have different end-hosts
(different IP addresses) outside the monitored network; 2) Skype-relayed traffic
is voice traffic and poses strict constraints on maximum delays and minimum
bit rates; and 3) patterns of packet sizes and bit rates in Skype-relayed flows
are well preserved during the relaying process by the relaying node. That being
said, outgoing (relayed) Skype flow demonstrates similar patterns of packet sizes
and bit rates to that of incoming Skype flow. Putting these together, two flows
satisfying 1) with a relatively small delay in time are considered to be relaying
Skype traffic if enough correlation can be found in their packet size and bit rate
patterns.

In industry, although several commercial products [5] [19] claim the ability to
detect or block Skype traffic, their details have not been made public and their
source code is not available. Hence, we have not had the opportunity to evaluate
the mechanisms used by these products.

1.2 Our Contribution

This paper focuses on detecting the use of Skype for phone call purposes in
a managed network. That being said, we identify end-hosts that participate in
phone calls using Skype. We study both payload and non-payload based schemes
to identify Skype traffic. We start with a signature-based, i.e. payload based,
scheme to detect hosts that are running Skype. By observing and comparing
Skype traffic with other types of traffic, we extract signatures, i.e. bit strings,
that are unique to Skype. Hosts generating traffic that contains such signatures
are considered to be running the Skype client. Our non-payload based scheme
is then presented afterwards. We characterize Skype traffic from various aspects
including packet size pattern, byte rate pattern, inter-arrival time pattern, and
connection pattern. The non-payload based scheme is then developed and imple-
mented based on the characteristics observed. Accuracy and effectiveness of the
non-payload based scheme is evaluated by comparing results of both schemes
running against the same traffic trace. The experimental results reveal that, at
least to a certain extent, encryption by Skype to evade content analysis can be
overcome.

It is worth noting that payload based identification of Skype is not always
practical. There may be legal, privacy, and performance issues on monitoring
and analyzing VoIP communications. Moreover, the Skype protocol is propri-
etary and not publicly available. Signatures of packet payload are only empiri-
cally derived from our observations of a particular version of the Skype client,
and may change as Skype evolves. These combine to render payload based iden-
tification a fragile detection scheme not resistant against change of protocol and
software upgrade. This paper therefore focuses on the non-payload based scheme
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for Skype identification, and uses the payload based scheme mainly to verify its
non-payload based counterpart. Our research results reveal that, at least to a cer-
tain extent, encryption by Skype to evade content analysis can be overcome, and
our non-payload based identification scheme is more resistant to Skype version
change than its payload-based counterpart.

Skype tends to use UDP for data transfer as much as possible [13]. However,
there are circumstances where Skype has to use TCP. We leave this situation as
our ongoing work.

The rest of this paper is organized as follows. Section 2 provides an overview of
Skype. Section 3 introduces our payload based detection techniques. Section 4
analyzes the realtime characteristics of Skype voice traffic. Section 5 presents
our non-payload based detection techniques of Skype traffic. Section 6 provides
experimental results and Section 7 concludes the paper.

2 Skype Overview

Skype is a proprietary but free peer-to-peer VoIP application developed by N.
Zennstrm and J. Friis, the creators of KaZaA. It allows users to place voice calls,
send text messages and files to other users. Skype has the reputation for working
seamlessly across firewalls and NATs, and providing better voice quality than
Microsoft MSN and Yahoo IM [13]. Skype provides data confidentiality using
end-to-end 256-bit AES encryption. Symmetric AES keys are negotiated using
1024 bit RSA [16].

Before a Skype client can place calls or send text messages to other users of
Skype clients, it must first join the Skype peer-to-peer network. We refer to this
process as login stage. It is during this process that a Skype client determines the
type of NAT and firewall it is behind, authenticates its user name and password
with the login server, advertises its presence to other peers and its buddies [13].
After login, users can place calls to other Skype clients through call establishment
stage, during which a connection between caller and callee is created and a session
key is established if one does not exist already [18]. Voice media is packetized
and transferred between participating peers after that. Baset et al. [13] observed
that call establishment was always signalled by TCP, while voice media was
transferred over UDP as much as possible. In the following discussions, we refer
to traffic regarding login, connectivity establishment, and call setup/teardown
as signalling messages, and packetized voice data as voice traffic.

3 Payload Based Detection

We now describe our Skype traffic detection techniques. This section focuses
on payload based techniques, and the section following presents non-payload
based techniques. In the rest of this paper, all observations and experiments are
performed for Skype version 1.3, unless otherwise stated.

Our payload-based identification of Skype traffic is based on characteris-
tic signatures, i.e. bit strings, observed in packet payload, which potentially



Transport Layer Identification of Skype Traffic 469

represent Skype signalling messages such as login or call establishment traffic.
As Skype uses a proprietary protocol, we empirically derived a set of signatures
by observing TCP and UDP traffic to and from Skype nodes. Traffic is captured
and recorded using Ethereal [1] on end-point computers.

We define two signature types — simple signatures and composite signatures.
A simple signature is certain characteristics that a single packet presents, and
a composite signature represents characteristics that are presented collectively
by a number of consecutive packets. We empirically derived a set of simple and
composite signatures by observing traffic generated by Skype. We repetitively
carry out independent experiments and observations over months by varying a
number of factors, including caller ID, callee ID, caller IP type, callee IP type,
date and time and duration of call, to ensure the effectiveness and stability of
our signature set.

3.1 Notations and Preliminaries

Let [a,b] denote the set of numbers x such that a ≤ x ≤ b. Let SrcIPAd,
DestIPAd, SrcPort, DestPort, Protocol, Payload, Dir denote source IP ad-
dress, destination IP address, source port number, destination port number,
transport protocol, packet payload, and direction of the packet respectively,
where SrcIPAd, DestIPAd ∈ [0, 232 − 1], SrcPort, DestPort ∈ [1, 216 − 1],
Protocol ∈ {TCP, UDP}, Dir ∈ {in, out}, and Payload represents a byte se-
quence of variable length. We use |Payload| to denote the length of byte sequence
represented by Payload. We also use Payload[i − j], where i, j ∈ N , to denote
the sub-sequence that begins with the ith and ends with the jth byte of Payload.

We assume that a packet is convertible to the following 7-tuple: {SrcIPAd,
DestIPAd, SrcPort, DestPort, Protocol, Payload, Dir}. Packets can then be
classified into flows, defined by the 5-tuple {SrcIPAd, DestIPAd, SrcPort,
DestPort, Protocol}. A packet p belongs to a flow f if they have the same
SrcIPAd, DestIPAd, SrcPort, DestPort, and Protocol. In the following, we
use p.X or f.X to denote a particular field X that belongs to packet p or flow
f . To simplify our notation, we also use p[i − j] to denote p.Payload[i − j].

3.2 Simple Signatures

For a packet p = {SrcIPAd, DestIPAd, SrcPort, DestPort, Protocol, Payload,
Dir}, let ByteV al denote a sub-sequence of Payload, i.e. ∃i, j ∈ N , such that
ByteV al = Payload[i − j], and we use Idx to represent the pair {i, j}. Then we
define a simple signature as a 5-tuple {ByteV al, Idx, |Payload|, Protocol, Dir}.

For example, assume outgoing UDP packets of length 18 having the third byte
0x02 are observed frequently, then the simple signature for it can be denoted as
{0x02, {3, 3}, 18, UDP, out}.

Table 1 summarizes the repetitively occurring simple signatures that we iden-
tified during the observation period on Skype traffic. It is worth noting that
occurrences of these signature are independent of firewall and NAT configura-
tions, as Skype always starts with the same signalling messages in any attempt
to connect to the outside world.
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Table 1. Simple Signatures

ByteV al Idx |Payload| Protocol Dir

0x02 {2, 2} 18 UDP out
0x01 {3, 3} 23 UDP out

SrcIPAd {3, 6} 11 UDP in

3.3 Composite Signatures

The rationale behind composite signatures is that, although encrypted by a pro-
prietary protocol, Skype traffic still presents some characteristics of its protocol.
For example, a query/response pair may contain the same cipher text that is
encrypted from a common value shared by the query/response messages.

Let f denote a flow which consists of packet sequence {p1, p2, . . ., pN} in flow
f . Let SigLength denote the number of packets in f , i.e. N . Let PktLengths de-
note a sequence of natural numbers representing payload length of each packet,
i.e. {|p1.Payload|, |p2.Payload|, . . ., |pN .Payload|}. Let BoolCondition denote a
boolean condition pa[ia − ja] <|=|> pb[ib − jb], where a, b ∈ [1, N ], ia, ja ∈ [1,
|pa.Payload|], and ib, jb ∈ [1, |pb.Payload|], meaning that the numeric value of
byte sequence consisted of the iath to jath byte of |pa.Payload| is greater than,
equal to, or less than that consisted of the ibth to jbth byte of |pb.Payload|. For ex-
ample, assume |p1.Payload| = 1d5002559528 and |p2.Payload| = 1d5102559520,
then we say p1[0−1] < p2[0−1], p1[2−3] = p2[2−3], and p1[4−5] > p2[4−5]. Let
Condition denote a set of boolean conditions, i.e. Condition = {BoolCondition1,
BoolCondition2, . . ., BoolConditionK}. We then define a composite signature as
a 5-tuple {SigLength, PktLengths, Condition, Protocol, Dir}.

For example, assume that flows containing the sequence of consecutive packets
as depicted in Figure 1 has been observed frequently,

Fig. 1. An example of composite signature

Then the signature of the above pattern can be represented by a composite
signature as {3, {18, 11, 23}, {p1[0 − 1] = p2[0 − 1] = p3[0 − 1], p1[6 − 7] =
p2[4 − 5] < p3[9 − 10]}, UDP, {out, in, out}}.

Table 2 summarizes the repetitively occurring simple signatures that we iden-
tified during the observation period on Skype traffic.

Table 2. Composite Signatures

SigLength PktLengths Condition Protocol Dir

4 {18, 11, 23}
p1[2] = p4[2] = 0x02

p1[0 − 1] = p2[0 − 1] = p3[0 − 1]
p2[8 − 10] = p3[5 − 7]

UDP {out, in, out, in}

2 {18, 26} p1[2] = p2[2] = 0x02 UDP {out, in}
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4 Characterization of Skype Traffic

We now introduce a systematic approach to identifying Skype voice traffic at the
transport layer, i.e. based on the IP and TCP/UDP header and packet arrival
times, without relying on packet payload.

As an Internet telephony application, Skype traffic demonstrates realtime
streaming characteristics, i.e. smaller packet sizes and short packet inter-arrival
time. On the other hand, being a peer-to-peer software, Skype presents almost
identical connection patterns to other peers as do other P2P applications. In the
following, we characterize the behavior of Skype traffic from these two aspects,
i.e. realtime characteristics and connection patterns.

4.1 Realtime Characteristics

Real-time applications need to emit packets at a relatively small interval for the
simulation of continuous and non-delaying effect. This is not a major concern
for traditional non-realtime applications that are not operating under strict time
constraints. As a result, real-time applications tend to produce smaller packets
than traditional client-server applications such as HTTP or FTP. Additionally,
for VoIP applications that transfer real-time traffic, UDP is usually preferred
over TCP for its timely delivery and smaller header overhead.

We study the realtime characteristics of Skype voice traffic from 3 aspects, i.e.
packet size, packet inter-arrival time, and bandwidth burstiness. We study these
realtime characteristics by analyzing traffic captured on end-point hosts running
Skype. Skype traffic is generated with a number of independent and varying
factors, including caller ID, callee ID, caller IP type, callee IP type, audio type,
date and time, and duration of call. Experiments are repeated over months to
ensure that the realtime characteristics observed are consistent and stable.

We illustrate the realtime characteristics of Skype by an example where calls
are established between a host in a research lab and a host connected with shared
residential ADSL and behind NAT. Call durations vary from 10 seconds to 30
minutes. In respect to the traffic capture point which is the host at the research
lab in this example, voice traffic that is sent to/from the host behind residential
ADSL is outbound/inbound traffic respectively.

Packet Size Characteristics. Figure 2 depicts the distribution of packet sizes
when call durations vary in 10 seconds, 30 seconds, 1 minute, 3 minutes, 10
minutes and 30 minutes using cumulative density function (CDF). It can be
seen that packet size distributions are self-similar over various call durations and
time-scale independent. That being said, packet size distribution is consistent
over varying durations, and mainly centers around 120 bytes. Packets that are
longer than 50 bytes and shorter than 150 bytes constitute the major portion. We
observed that packets falling outside this range are mainly captured at the call
establishment stage, and thus believe that they are signalling messages instead
of voice traffic. This can be justified by that cumulative density of packets with
packet size around [50, 150] bytes increases as calls last longer. It can also be
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Fig. 2. Packet Size Cumulative Density Function

Fig. 3. Packet Inter-Arrival Time Cumulative Density Function

observed that the inbound traffic contains many packets between 20 to 30 bytes.
We attribute this to signalling messages that are related to NAT, as they are
only observed when the host that we communicate with is behind NAT.

Packet Inter-Arrival Characteristics. Figure 3 depicts packet inter-arrival
time cumulative density function (CDF) of Skype voice traffic. It can be seen that
most outbound packets, i.e. packets sent to the host behind residential ADSL,
are sent in the range between 0.02 to 0.04 second. In addition, the percentage
of packets arriving within 0.04 second increases as call duration becomes longer.
We believe that packets with inter-arrival time greater than 0.04 second are
signalling messages. For inbound traffic, packets arrive fairly uniformly over a
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Fig. 4. Packet Inter-Arrival Time Cumulative Density Function Captured at Residen-
tial ADSL

range of 0.01 to 0.1 second. We attribute this spread of times to the delay imposed
by the shared residential ADSL connection with very limited upload capability
(128Kbps).

Bandwidth Burstiness Characteristics. We measure bandwidth burstiness
by not only byte rate but also packet rate, i.e. the number of packets sent per
time unit. Figure 5 and 6 depict byte rate and packet rate consumed by Skype
voice traffic in the start-up 30 seconds and over a 30-minute period, respectively.
It can be seen that, for outbound traffic, both packet rate and byte rate are fairly
constant after a rise-up stage in the first few seconds. Packet rates stayed at 33 or
34 packets per second, and byte rate slightly fluctuated between 3 to 5 kilobytes
per second. This observation is also supported by the empirical study at a larger
scale in [14]. On the other hand, inbound traffic demonstrates strong fluctuation.
We again attribute this fluctuation to delay and packet loss imposed by the
shared residential ADSL connection which has very limited upload capability.

Fig. 5. Bandwidth Burstiness of the start-up 30 seconds
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Fig. 6. Bandwidth Burstiness of 30 minutes

4.2 Connection Patterns

Peer-to-peer traffic demonstrates certain connection characteristics. Karagiannis
et al. [17] proposed two non-payload based heuristics, namely “TCP/UDP IP
pairs” and “{IP, port} pairs”, to identify peer-to-peer traffic from other traffic.
However, it is worth noting that they can only distinguish peer-to-peer traffic
from other types of traffic, but cannot distinguish peer-to-peer traffic generated
by one particular application from another.

“TCP/UDP IP pairs” identifies source-destination IP pairs that operate TCP
and UDP on the same port. Unfortunately, we have observed frequent departure
from this pattern in our experiments, i.e. Skype uses only one protocol for each
source-destination IP pair. Hence, we are not going use this pattern in identifying
Skype voice traffic.

“{IP, port} pair” utilizes the fact that for the advertised {IP, port} pair of
host A, the number of distinct IPs connected to it will be equal to the number
of distinct ports used to connect to it. As do most peer-to-peer applications, the
advertised port used by Skype can be configured by users. Change to the port
will be applied the next time Skype is started. In our experiments, we observed
that this advertised port is not only used as a destination port for incoming
connection attempts, but also as a source port for outbound voice traffic.

5 Non-payload Based Detection Technique

In this section we will introduce our non-payload based technique to identify
Skype voice traffic from other types of traffic. Our identification heuristic com-
bines the realtime characteristics of Skype voice traffic as discussed in Section 4
and the “{IP, port} pair” heuristic. That being said, we consider a host has had
Skype conversation if a port is identified to be an advertised peer-to-peer port
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by the “{IP, port} pair” heuristic, and traffic associated with this peer-to-peer
advertised port demonstrates realtime characteristics as discussed in section 4.
We only consider outbound traffic with respect to the monitoring point which
is relatively close to the point where outbound traffic is generated, as it can be
seen from Figures 3, 5 and 6 that realtime characteristics of inbound traffic may
not be well preserved due to transmission delay on Internet.

5.1 Conventional Client-Server Applications and Other
Peer-to-Peer Applications

Conventional client-server applications, such as HTTP and FTP, demonstrate
substantially distinct characteristics from Skype voice traffic. They usually use
pre-defined, well-known source and/or destination port numbers; they exclu-
sively rely on TCP, and exhibit large packet sizes. We considered a flow was
generated by conventional client-server applications if its traffic conforms to
such characteristics.

Many peer-to-peer applications are used for file and music sharing. In such ap-
plications, while reducing transmission errors and header overhead is considered
important, timely delivery of data is usually trivial and not relevant. Hence, they
typically use TCP for actual data transfer but may use UDP for signalling. On
the other hand, Skype was designed from the beginning to deliver data in real-
time, and prefers the use of UDP for voice transmission as much as possible [13].
We hence distinguish Skype from other conventional peer-to-peer applications.

5.2 Realtime Applications

We now focus on other types of realtime UDP-based applications. In the top
25 UDP application categories seen on Internet [11], Real Audio [2] accounts
for the largest number of bytes among non-anonymous UDP applications. In
addition to being a realtime application, Real Audio also demonstrates certain
characteristics similar to peer-to-peer applications — it uses both TCP and UDP
to transport data. To distinguish Real Audio from Skype traffic, we develop two
heuristics as follows

– Real Audio traffic is dominated by specific packet sizes [12].
– Real Audio traffic is unidirectional. Volumes of inbound and outbound traffic

are highly asymmetric.

Out of the top 25 UDP applications [11], 14 of them are Internet realtime strate-
gic games, such as Starcraft and Half Life. Karagiannis’s heuristic to identify
gaming traffic is based on the viewpoint that Internet based realtime strategic
games are inclined to employ packets dominated by specific packet sizes. This
pattern is expected by Internet based games as each player sends out multiple
copies of its current state to each other player [10] [6] [20]. However, games and
gaming traffic differ a lot from one another, and some may employ packets not
dominated by specific size. Due to different gaming types, packet sizes may vary
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in a wide range which is hard to predict. We hence extend Karagiannis’s heuris-
tic by taking into consideration the periodicity of gaming traffic, i.e. frequencies
by which each player sends update of its status to other players. Our viewpoint
is based on that gaming traffic demonstrates this periodicity with bandwidth
consumption fluctuation and burstiness [20] [8]. On the other hand, packet rate
of Skype traffic is relatively constant as demonstrated in Figures 5and 6.

Besides Real Audio and gaming traffic, other VoIP applications such as Mi-
crosoft MSN or GnomeMeeting may also potentially demonstrate realtime char-
acteristics that are not distinguishable from Skype. However, they are mostly
built on standard-based protocols such as H.323 or SIP, and transfer voice traffic
through a dynamically negotiated port. As opposed to the advertised port that
Skype uses to transfer voice traffic with the chatting peer and to signal other
peers simultaneously, this negotiated port is dedicated to transferring voice traf-
fic by the chatting peers of a particular session. We can therefore distinguish
Skype from other standard-based VoIP applications.

5.3 Final Algorithm

We use x and y1, y2, y3 to denote, respectively, the {IP, Port} pair connection
pattern and the realtime characteristics that Skype presents as follows,

– x <IP, Port> pair heuristics.
– y1 Packet sizes are relatively small and the majority follows normal

distribution.
– y2 Relatively constant packet and byte rate.
– y3 Packet inter-arrival time mainly resides in between [0.02, 0.04] second.

We use the matrix as shown in Table 3 to summarize distinct characteristics of
various applications. It can be seen that Skype can be distinguished from each
of other applications by at least one differentiating characteristic. Note that here
we assume the worst case for other VoIP applications, i.e. they present the same
realtime characteristics as do Skype.

Combining the techniques of all previous sections yields our final non-payload
based identification method for Skype voice traffic. Note that our algorithm
is designed for analysis of passive traffic traces, allowing multiple passes over
the data if necessary. Adapting our algorithm to detect and block Skype traffic
dynamically is part of our ongoing work. Our final algorithm is presented in
Algorithm 1.

Table 3. characteristics matrix

Application x y1 y2 y3

Skype � � � �
Conventional Web Apps

Other P2P Apps �
Real Audio �

Online Games � �
Other VoIP Apps � � �
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Algorithm 1: Nonpayload algorithm for Skype voice traffic identification

begin

/* constants definition */

const FT = All Flows ;

for each flow f in FT ;
do

if Use of <IP, Port> pair connection pattern then
if Packet sizes are relatively small and the majority follows normal
distribution then

Packet Size Heuristic = true
end
if Relatively constant packet and byte rate then

Packet Rate Heuristic = true
end
if Packet inter-arrival time mainly resides in between [0.02, 0.04]
second then

Inter Arrival Heuristic = true
end
if Packet Size Heuristic and Packet Rate Heuristic and
Inter Arrival Heuristic then

SkypeCall.insert(f) ;
else

OtherP2P.insert(f);
end

else
NoneP2P.insert(f);

end

end

end

5.4 Discussions

Traffic classification techniques based on pattern recognition, including signature
based techniques, can be invalidated by applying variations to the distinctive
patterns. In particular, our non-payload based technique is built upon realtime
characteristics of Skype traffic such as packet size and bandwidth consumption
characteristics in addition to the peer-to-peer connection pattern, and hence can
be circumvented by applying changes and variations to such realtime characteris-
tics. For example, “junk bytes” can be added to Skype packets to change packet
sizes. This also changes the bandwidth consumed by Skype. However, Skype is
designed to deliver packets in realtime as much as possible. Although increase
in packet size or bandwidth consumption can circumvent our detection scheme,
it could also severely degrades call quality of Skype. On the other hand, unless
voice compression techniques can be significantly improved in the near future,
reducing packet size is desirable but not quite practical. Moreover, downward
compatibility must be considered for any change made to a widely deployed
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application. This requires significant efforts and takes a relatively long time.
Therefore, realtime characteristics presented by Skype as it is now is expected
to remain at least in the near future. We empirically justified our viewpoint by
experimenting our non-payload based technique, developed from Skype 1.3, with
the latest Skype version 2.0 in Section 6.2.

6 Implementation and Experiments

We implemented the algorithm and techniques presented in all previous sections
in Java. The experiments were performed on a Dell Optiplex GX280 with 1
GBytes of RAM and a 2.8GHz processor running Windows XP Professional.

We evaluate our schemes from two perspectives — false-positive and false-
negative. False-positive evaluates accuracy of our schemes, i.e. likelihood that
other non-Skype traffic are misclassified as Skype traffic. False-negative indicates
the extent of misclassification where our schemes fail to identify Skype traffic.

6.1 False-Positive Evaluation

We first evaluate the false-positive, i.e. non-Skype traffic being identified as
Skype traffic, of both payload and non-payload based schemes. We obtained
from CAIDA1 two OC-48 traffic traces that were captured in the early of 2003.
They offered us large data sets that were expected to contain little or no Skype
traffic because the initial version of Skype was released on August 29, 2003. All
packets are truncated to 48 bytes, and hence UDP packets are preserved up to
16 bytes of data2. This is not an issue in our situation as the payload-based
signatures examine up to the 10th byte in payloads, and our non-payload based
scheme does not rely on any payload. Details of the traffic traces are described
by trace file #1 and #2 in table 4.

On one hand, our non-payload based scheme identified 6 Skype flows in trace
#1 and 1 Skype flow in trace #2. Therefore, it has resulted in at most 7
false-positives out of 2.1 million UDP flows, i.e. about 0.00003% flows are mis-
identified as Skype calls.

On the other hand, the payload based scheme identified 916 simple signature
#1 and 4 simple signature #2 from trace #1, and 844 simple signature #1 from
trace #2. Therefore, it has resulted in at most 1764 false-positives out of 172

Table 4. OC-48 Traffic Traces

Trace File No. Packet No. Bytes Start Time Dur. Flow No. UDP Flow No.
1 84 Mil. 43G 5:00pm, Apr 24, 2003 60 min. 8136 K 1498 K
2 88 Mil. 62G 4:59am, Jan 16 2003 26 min. 3176 K 653 K
3 14 Mil. 4.2G 4:00am, Mar 16, 2006 1 week 154 K 77 K

1 http://www.caida.org
2 Taking away 4 bytes Cisco HDLC header, 20 bytes IP header, and 8 bytes UDP

header.



Transport Layer Identification of Skype Traffic 479

million packets, i.e. about 0.001% packets are mis-identified as simple signature
and no packet sequence is mis-identified as composite signature.

6.2 False-Negative Evaluation

We next explore the extent of misclassification, where the non-payload based
scheme fails to identify Skype traffic, by comparing the result from payload based
scheme. We do not investigate the false-negative of our payload based scheme
directly. Instead, we ensure that the signature set we derived is at least sufficient
to the organization and environment where the experiments are conducted by
repetitively carrying out independent experiments over months with a number
of varying factors including caller ID, callee ID, caller IP type, callee IP type,
date and time and duration of call.

We monitored a week’s traffic on a boundary firewall in our organization.
The experimental setup is illustrated in Figure 7. All hosts are Dell Optiplex
series running Windows XP Professional and connected to Ethernet Switches.
Trace file #3 in table 4 details the specification of traffic captured. We use
Skype to call or receive calls from other users located on the other side of the
firewall or on Internet, as indicated by dashed lines in Figure 7. As our non-
payload based scheme heavily relies on packet inter-arrival timing, delay by
traffic filtering may degrade its effectiveness and accuracy. Therefore, in order
to study the effectiveness of our non-payload based scheme in the presence of
filtering delay, we kept the firewall busy outside normal office hours by running
random traffic generators. The randomly generated traffic traverses through the
firewall as indicated by solid lines in Figure 7. During the experiment period, we
also made a frequent use of other types of streaming applications when no Skype
call is happening, including streaming video and audio, real time strategic online

Fig. 7. Experimental Setup
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games, and other types of VoIP applications such as MSN, Yahoo! Messenger and
Google Talk, which including Skype combined to generate 4.2 GBytes streaming
traffic.

During a week’s time, we made in total 80 calls with varying caller ID, callee
ID, caller IP type, callee IP type, date and time and durations of call which
vary from 1 to 106 minutes averaging at 28 minutes. Our non-payload based
scheme successfully identified all 80 calls. Within the duration of each identi-
fied call, payload based signatures are also identified. Therefore, although being
encrypted, Skype traffic can still be effectively identified without looking at its
encrypted payload, or at least as effective as its payload based counterpart.

Upgrade to Skype 2.0. All the experiments so far are performed with Skype
1.3. In order to test the resistance of our non-payload scheme against Skype
version upgrade, we repeat the experiments in Section 6.2 with Skype 2.0. We
made in total 60 calls with Skype 2.0 in a week’s time. Call durations vary
from 2 to 46 minutes, and average at 7 minutes. Our non-payload based scheme
successfully identified all 60 calls with no false-positive. It is worth noting that
our payload based scheme has not detected any occurrence of simple signature
#2 and composite signature #1, i.e. these two signatures do not survive from
version upgrade. This result shows that, although our non-payload based scheme
is built on pattern recognition that can be invalidated by future changes to Skype
protocol or variations to Skype traffic patterns, it is at least more resistant
to such changes and variations than its payload (signature) based counterpart.
The experimental result also empirically justifies our hypothesis that realtime
characteristics of Skype will remain within at least the near future.

7 Conclusion

We presented both payload and non-payload based techniques for detecting
Skype activities, especially Skype voice traffic. We believe that, with the pre-
sented techniques, institutions that do not permit use of Skype can detect
breaches of networking policies and take relevant counter-measurements.

In terms of future work, we will focus on the behavior of Skype under UDP-
restricted firewalls or proxies. Adapting the detection techniques to block Skype
traffic dynamically will also be investigated. Additionally, opportunity to access
ISP provided, large scale traffic traces will be highly regarded.
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Abstract. Exploring topological structure at Autonomous System (AS)
level is indispensable for understanding most issues in Internet services.
Previous models of AS graph involve address or connectivity information
separately, and neither of these information can serve as a comprehen-
sive metric for evaluating an AS’s contribution to the global routing.
In this paper, we propose a new model for AS ranking named IDAV
(Inter-Domain Access Volume). IDAV introduces the quantity of routed
addresses into AS graph, and enriches the methodology of Internet marco
structure inference. In IDAV, the magnitude of AS is measured with the
primary eigenvector of the access volume matrix (Carriage Matrix) for
AS graph. We construct the AS graph by parsing the forwarding in-
formation bases in border gateways. The computation, compared with
previous approaches, demonstrate that IDAV model results in more ac-
curate AS rankings. We believe the IDAV model is promisingly useful
for studying inter-domain routing and Internet service behavior.

Keywords: Internet topology, Inter-domain routing, Autonomous sys-
tem ranking, IDAV model.

1 Introduction

Internet connects thousands of Autonomous Systems[1] (ASs) operated by many
different administrative domains. Each domain maintains one or more ASs and
hides intra-domain information from others. Macro observation of almost all
the fundamental issues of Internet services, such as inter-ISP settlements, trou-
bleshooting, and traffic engineering, strongly relies on the knowledge of Internet
structure at AS granularity. Since AS level network topology is determined by
inter-domain routing protocol, namely BGP[2] in today’s Internet, study on BGP
tables is the general way of exploring AS graph. Forerunners have made great
efforts to gather BGP routing information. The RouteView project[3] periodi-
cally dumps BGP FIBs from multiple vantage ASs. Internet Routing Registries
(IRR)[4] provide a database facility for sharing inter-domain routing policies.

With help of these resources, people are trying to get a comprehensive and
accurate AS graph. Ge[5], Vazquez[6] and Siganos[7] examined the hierarchi-
cal Internet topology by observing the power-law[8] distribution of AS degrees.
Policy-based AS graph was first studied by Gao[9]. She classified the AS re-
lationship into 4 categories, and discovered the valley-free principle to infer
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AS relationships from BGP routing table. Subramanian[10], Battista[11] and
Dimitropoulos[12][13] brought in more elaborate methods and extensive
resources to solve the AS relationship problem. However, Internet structure is
much more complicated than we have already captured. Besides degrees and
edge-types, people continue adding other parameters to strengthen AS graph.
There are many choices, such as address space issued by AS, customer cones
affiliated to AS, etc. This initiated a new question: which parameter is better?

We believe AS ranking is a fundamental benchmark of modeling Internet
topology with augmenting AS graph. By AS ranking, people characterize each
AS’s importance in Internet as a quantitive weight. There have been quite a few
approaches to rank the major backbone ASs, such as CAIDA[14], FixedOrbit[15],
Renesys[16], etc. Different metrics can result in different ranking criteria, any of
which might be resonable. However, the common sense of AS ranking is that
carrying more traffic equals ranking higher, because the main role of an AS is
a packet-carrier. Unfortunately, the impossibility of measuring all the traffic be-
tween each pair of ASs has prevented such kind of precise ranking. Overwhelming
majority of known AS rankings employ the degree-based or relationship-based
AS graphs due to the lack of new theories.

In this paper, we originate a new model to evaluate the contribution of AS to
Internet routing: Inter-Domain Access Volume (IDAV). Engineering experience
tells us inter-domain routing policy is designed and implemented per prefix. We
define access volume as the quantity of routed addresses propagated between
neighbor ASs. This is an indicator of how much service one AS provides for the
other. Theoretically, we rank the ASs by the primary eigenvector of the access
volume matrix for AS graph. Then in practice, we construct a real AS graph,
compute AS rankings, and verify the results from several different sources.

To the best knowledge of the authors, this is the first approach to model
and measure Internet structure by investigating both connectivity and routed
prefixes information. The rest part of this paper is organized as follows:
section 2 presents the theories of IDAV model; section 3 tells the computa-
tion methods; results inferred by our model and verification of them is shown
in section 4; finally we summarize the paper and briefly specify future works in
progress.

2 IDAV Model

2.1 Definitions

Definition 1 (AS Graph). An AS graph is a directed graph G(V, E), where
V is the set of ASs and E is the set of directed edges between two endpoint ASs.
It may contain loops but must not contain multiple edges.

Definition 2 (Carry & Transit). In inter-domain routing, if ASy reaches
prefix N1 through ASx, we say that ASx carries N1 for ASy, written as N1 ∈
ASx

c→ ASy. If multiple prefixes are carried, they could be bracketed into comma-
separated lists, like {N1, N2}. Since there is no need for an AS to access itself
through other ASs, we think every AS carries its own prefixes for itself.
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ASx transits prefix N1 for ASy, if and only if: (1) x, y and z are 3 different
ASs; (2) ASy carries prefix N1 for ASx; (3) ASx carries prefix N1 or N1’s
less-specific for ASz. Written as N1 ∈ ASx

t→ ASy.

The prefix N1 is presented in IPv4 (or IPv6) CIDR[17] format. In Internet
routing, the definition of transit implies ASx redistributes prefixes received from
ASy to ASz, so it complies with the common notion ”transit AS”.

Definition 3 (Access Volume). The access volume of an edge ASx → ASy
in the AS graph is a numeric parameter that equals the total number of unique
addresses in the prefixes carried by ASx for ASy. Written as C(ASx, ASy).

As previously defined, ASx ”carry” prefix N1 for ASy not only means ASx an-
nounces route N1 to ASy, but also requires ASy does reach network N1 through
ASx, e.g. ASy must install route N1 into its forwarding table. We shall use each
AS’s FIB to calculate access volumes, which implies that C(ASx, ASy) is much
less than the total number of addresses that ASx announced. Duplicated ad-
dresses should be counted only once, e.g., if AS1 c→ AS2 =
{1.0.0.0/8, 1.1.0.0/16, 2.0.0.0/8}, then C(AS1, AS2) = 2×224, not 2×224 +216.

Definition 4 (IDAV Model). The Inter-domain Access Volume (IDAV) model
is a weighted AS graph G(V, E, W ), where G(V, E) is an AS graph as previously
defined, and W is the set of numerical weight on each edge that W (ASx → ASy) =
C(ASx, ASy).

Definition 5 (CM). The Carriage Matrix (CM) of a given IDAV model is
an n-by-n square matrix M , where n equals the number of nodes in the IDAV
model, and each element m(i, j) equals C(ASi, ASj), the access volume carried
by corresponding edge. If edge ASi → ASj does not exist in the IDAV model,
m(i, j) = 0.

In the case that i = j, the diagonal element m(i, i) equals the total addresses
owned by ASi itself, complying with the definitions of carry and access volume.
This mathematical description creates a bijective mapping between IDAV models
and CMs: given an IDAV model, we can draw the CM, and vice versa.

2.2 AS Ranking

Unlike previous models, we use virtual traffic throughput as the ranking metric.
The problem of AS ranking is: given an IDAV model denoted by carriage matrix
M , how to find an n-by-1 vector R, whose elements are virtual traffic flows
rk, 1 ≤ k ≤ n, sufficing that ∀i, j, 1 ≤ i, j ≤ n, if ri ≤ (≥ )rj , the real traffic
throughput of ASi is not less (more) than that of ASj. Moreover, besides relatively
reflecting real traffic amount, could virtual traffic be proportional to it?

Theoretical Analysis. Ideally, the IDAV model and carriage matrix should
suffice to the following conditions:
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1. If N1 ∈ ASi
c→ ASj, then N1 �∈ ASk

c→ ASj, ∀k, 1 ≤ k ≤ n and k �= i.
2.

∑n
i=1 m(i, j) = Const, ∀j, 1 ≤ j ≤ n.

The first condition requires unique path selection, and the second condition
means every AS should know routes to the whole Internet. While Const in
condition 2 equals the total address spaces that have been allocated by IANA[18]
and utilized by ASs. In ideal situation, we have the following theorem:

Theorem 1. Given an IDAV model denoted by carriage matrix M , the ranking
R of the IDAV model suffices to the equation: M ·R = ρ(M) ·R, where ρ(M) is
the spectral radius (the maximum complex modulus of eigenvalues) of M .

Proof

1. Existence. According to Perron-Frobenius theorem[19], the carriage matrix
M derived from IDAV model is a non-negative matrix, so that ρ(M) is the
eigenvalue of M and there is a non-negative vector R, R �= 0, holds the statement
M · R = ρ(M) · R. Thus the ranking vector R shall always exist. Moreover, if∑n

i=1 m(i, j) = Const, ∀j, 1 ≤ j ≤ n, the spectral radius ρ(M) = Const.
2. Rationality. First we normalize the carriage matrix M with Const: let

P (i, j) = m(i, j)/
∑n

i=1 m(i, j), ∀i, j, 1 ≤ i, j ≤ n. P (i, j) means the portion of
access volume carried by ASi for ASj in the total address spaces. Let us consider
example in figure 1. AS1 has 3 neighbors (left), each of which has some access
volume carried by AS1. AS1 also carries its own addresses for itself. By adding
a virtual intersection VI (right), the traffic incoming to VI equals the sum of
traffic outgoing from VI’s neighbors, including AS1 itself. For each neighbor,
such as AS2, its egress traffic is most likely to be evenly distributed among
all the destination addresses, so the traffic from AS2 to VI equals AS2’s total
egress traffic times P (1, 2). Let Ej and Ij be the egress and ingress traffic of ASj
respectively, we have this formula: Ij =

∑n
i=1 Ei · P (i, j), e.g. I = M/ρ(M) · E.

Finally, because VI associated with AS1 is a pure exchange point, leaving no
remaining traffic within itself, its egress and ingress traffic vector must be equal,
thus we can get the ranking vector R = E = I.

Now let us illustrate the process of AS ranking using IDAV model. In
figure 2, each AS owns only one address and provides a complete route forward-
ing for others. If we merely calculate the addresses, each AS would be viewed

Fig. 1. VI: Proof of Theorem 2



486 Y. Wang et al.

1 0 1 0 0 0 0

0 1 1 0 0 0 0

6 6 1 3 0 0 0

0 0 4 1 4 0 0

0 0 0 3 1 6 6

0 0 0 0 1 1 0

0 0 0 0 1 0 1

M =

Fig. 2. IDAV-based AS Ranking

equally important. If we use the degree-based criterion, AS3 and AS5 are both
bigger than AS4. Neither of the judgements is convincing. In real world, AS4
may be a global exchange point, while AS3 and AS5 are only national ISPs yet
with more customers. Using IDAV, the CM of this AS graph is M . Solving equa-
tion (M − 7 · I) · R = 0, we get: R = [0.08, 0.08, 0.51, 0.67, 0.51, 0.08, 0.08]. We
see although AS3 and AS5 have more customers, as long as AS4 is doing transit
for both of them, AS4 ranks higher. This example shows that our method has
obvious advantage because IDAV uses routing contribution for ranking.

Practical Considerations. In actual situation, the two conditions in previous
section will no longer hold. Anyway, from theorem 1, we can still get R as the
estimation of real traffic (albeit quite approximately): on premise of the two
following rules, elements of R is at least positively related to potential traffic.

1. Capability Rule: The more access volume does an AS carry for other ASs,
the higher it ranks.

2. Chain Rule: Suppose ASx carries some access volume for ASy, the higher
does ASy rank, the higher ASx ranks.

Although we can not prove them, the two rules are compliant with people’s
common sense. The first rule says that capable ASs are always busy, while the
second rule says that the contribution of an AS to the Internet depends on the
weight of the node it serves. These rules ensured that even in non-ideal situation,
we can employ theorem 1 to calculate AS ranking. For each ASj in the model,
rj =

∑n
i=1 ri ·m(i, j), if either the access volume m(i, j) or another AS’s ranking

ri goes bigger, the ranking rj of ASj will get bigger consequently. It will nicely
meet the two rules’ requirements.

Admittedly, there are some limitations in applying our ranking theory, and
the model would be refined with respect to the following factors: 1) It is almost
impossible to gather all the route forwarding paths from every AS. 2) BGP sig-
naling path is sometimes inconsistent with the actual packet forwarding path[20].
3) Egress traffic of an AS is not evenly distributed among addresses[21][22]. The
refinement to our model is another problem, which will be investigated in future
works. Currently we use the no-correction form of IDAV model to demonstrate
some results, and consider the influences of above phenomena negligible.
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3 Computations

3.1 Construction of IDAV

To build up a comprehensive Internet AS graph in IDAV, we use the BGP
dump data collected at 02:43 AM PDT on 2005-12-24 by university of Oregon’s
RouteViews project, many thanks to their generosity. The routes are presented
in either binary zebra MRT[23] or human readable Cisco CLI[24] format, both of
which can be parsed into BGP attribute tuples as shown in table 1. Of all these
attributes of a BGP table entry, NETWORK and AS PATH are the most im-
portant to our study. Our aim is to parse each route into some N ∈ ASx

c→ ASy
atoms. We use perl to analyze text, and do the construction and computation
of IDAV model with C programming language.

In the AS PATH attributes, each pair of neighbor AS numbers shows that
the route is sent from the rightside AS to the leftside AS. As in tuple 1, we can
get 8.8.9.0/24 ∈ AS27646 c→ AS1239 and 8.8.9.0/24 ∈ AS1239 c→ AS1668, etc.
Sometimes the AS PATH contains repeated-prepending or aggregated AS SETs
as in tuple 2 and 3, we just erase the duplicated AS numbers and decompose
the aggregated ASs to count the routes separately. After parsing BGP routing
tables into (network, AS-link) atoms, we create an IDAV model by scanning the
Oregon data, then calculate each edge’s access volume, and finally perform the
following iterative algorithm on the CM to get the ranking vector.

3.2 Ranking Algorithm

In ideal situation, the IDAV model is a strong-connected graph, thus the CM is
primitive, we have the following limit theorem[19]:

lim
m→∞[ρ(M)−1 · M ]m = Ln×n > 0. (1)

Thus the ranking vector R can be found through simple iteration starting from
any initial non-zero vector R(0) = l, and R(t) = M/ρ(M) · R(t − 1).

But in non-ideal situation, the limit theorem does no longer hold, for the CM is
only a general non-negative matrix. Thanks to previous works like Pagerank[25]
[26], under these conditions, we can still employ an iteration algorithm to solve
the equation M · R = ρ(M) · R:

R(t) = (1 − ε) · W · R(t − 1) + e(t − 1) · �n, (2)

Table 1. Sample BGP Table

NETWORK NEXT HOP METRIC LOCPRF AS PATH ORIGIN

8.8.9.0/24 66.185.128.48 514 0 1668 1239 27646 ?

166.111.0.0/16 66.185.128.48 514 0 1668 1239 4538 4538 4538 i

24.223.128.0/17 66.185.128.48 575 0 1668 10796 {11060,12262} i
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Fig. 3. Build IDAV model from BGP

where, R(t) is the ranking vector after each iteration; W is the CM M normalized
by column, e.g.

∑
n
i=1wi,j = 1, ∀j, 1 ≤ j ≤ n; a small real number ε close to 0

and �n = [1, . . . , 1]T are used to guarantee convergency. Finally, for each t,

e(t − 1) =
1 − ‖(1 − ε) · W · R(t − 1)‖2

2

2‖(1 − ε) · W · R(t − 1)‖1
, (3)

to force the condition ‖R(t)‖ = 1.

4 Results

4.1 Top 10 Ranking

Applying our ranking method to the final IDAV model, we calculated a numeric
weight value for each of the 21,454 ASs appeared in the routing table. The weight
vector is normalized to 1. As people are usually more interested in the bigger
ones, in table 2 we show the top 10 ASs we found.

Table 2 contains most of the well-known global backbone ASs, such as AS1239
and AS3356, as well as those very large but not so famous ISPs, such as Cogent,

Table 2. Top 10 ASs Found Table 3. Other Top 10 AS Rankings
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TeliaNet. From the degree values listed in the 4th column, we can see our result is
quite different from degree-based rankings. A typical example is AS2914: based
in America, peering with the world’s top ISPs, it is doing global transit for
most APNIC ASs, naturally its ranking is very high although its degree is much
less than many lower-ranked ASs. The result emphasizes the significance of our
IDAV-based ranking theory. Note that in ideal world the ranking weight value is
the same as normalized traffic throughput, but our computation is in the non-
ideal situation, so AS209’s weight is twice of that of AS2914’s doesn’t necessarily
mean the actual traffic also is. The weight is only a relative measure here.

To verify our results, we gathered some academic or commercial AS rankings
from other sources in the Internet. These different versions of top 10 ASs in-
cluding ours are listed in table 3 for comparison. Caida offers hybrid criteria,
we choose to sort by degree first. AS701 is the biggest because it has the most
(2,420) connections, refer to table 2. FixedOrbit uses average hops, the weight
calculated to indicate the average number of AS hops that must be traversed
from inside the network to any other IP addresses in Internet. In this sense,
AS3356 is the largest because it reaches other networks through the shortest
AS PATHs. ReneSys, a commercial statistics that puts the customers’ quan-
tity and quality first, has the most in common with IDAV, which indicates the
success of our model. The only one disagreement is that we replaced AS6453
with AS174 in the top-10. In our result, AS6453 ranks the 16th because, unlike
AS174, it is not carrying much access volumes for the other top 10 ASs. As the
two rules suggested in section 2.2, an AS can promote its ranking by carrying
access volumes for other big ASs. It is the chain rule that works here.

Although all above ranking approaches are meaningful, our method is a little
superior because, according to IDAV theories, the calculated weight reflects each
AS’s contribution to the Internet routing. Others may be more connected, nearer
to reach, have greater number of customers or even earn larger portion of money,
but without AS1239, the Internet will suffer the severest and most disastrous
route failure, or redirection.

4.2 Validation

Due to the lack of authoritative source of AS ranking information, to validate
our results, we look for some indirect approach. We employ the “Valley-Free”
principle of inter-domain routing behavior. Introduced by Gao in [9], the general
rule for inter-domain path selection is: one route should only take the paths first
going from smaller ASs to bigger ASs, followed by some steps between equal-
sized ASs, then from bigger ASs to smaller ASs, e.g. no part of the path could
be a “valley”.

Although originally, the relative magnitude of AS is defined by means of cus-
tomer, provider, and peer relationships, we can slightly modify it using our rank-
ing result without changing the thinking behind valley-free principle. A threshold
number “2” is used to classify the AS relationship: if an AS’s ranking weight is
twice or more than the next-step’s, identify the step is a downhill one, the op-
posite step is an uphill one accordingly. If neither of the two ASs is sufficiently
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larger than the other, identify the step as flat. We use this law to examine each
AS PATH to see whether it is compliant with the valley-free pattern. According
to our examination, in the RouteViews data we used, 99.3% AS PATHs obey
the valley-free rule, only 0.7% (164, 032/23, 147, 531) AS PATHs have viola-
tions, which are mainly attributed to the following reasons:

1. Sibling ASs may transit arbitrary route for each other.
2. Some special address block have prefix-level traffic engineering.
3. Underestimation of certain ASs because of insufficient data.

Despite of these slight technical imperfections, this is an ultimate proof of our
IDAV model and AS ranking theories. The wonderful consistency is a clue that
both carriage matrix AS ranking and valley-free path selection are basic under-
lying characteristics of the Internet structure.

5 Conclusion

In this paper, we originate the Inter-Domain Access Volume (IDAV) model. This
model investigates each individual AS’s routing contributions to the Internet by
adding access volume to the topological AS graph. Besides the formalization
and construction of IDAV model, we also put forward a systematical AS ranking
methodology using IDAV. The inferred AS magnitudes show more truthfulness
than traditional approaches. And in return, the positive AS ranking results, as
a benchmark for AS graph modeling, have validated the basic principles behind
IDAV model. By leveraging information about both connectivity and the prefixes
exchanged between neighbor ASs, the authors believe that this model will enable
much more compelling applications, especially concerned with Internet routing
architecture.

Future research topics, including visualization of the augmenting AS graph
and applying the model to router-level intra-domain routing are ongoing. In
addition, we are attempting to help traffic-engineering and smart-routing by
employing this model, for example, we could make predictions of node conges-
tions and link loads according to the network topology and routing solicitation,
in order to adjust router configurations for better performance. The idea of traf-
fic estimation upon IDAV model largely depends on establishing the relationship
between real traffic flow and access volume. Some refinement to the model will
be made and we believe such a mapping should be do-able.
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Abstract. Using IP anycast, connectionless services such as DNS can
be decentralized to cope with high service request rates. Unfortunately,
most Internet services cannot take direct advantage of anycast address-
ing because they rely on stateful communications. Subsequent packets of
the same session may be routed to a different anycast group member, re-
sulting in a broken service. Therefore, we introduce a transparent layer-3
architecture that provides anycast support for stateful services.

Taking into account user demands, available resources, extra network
overhead and anycast infrastructure costs, we address optimal proxy
router placement and infrastructure dimensioning, an issue that has not
been tackled before for similar architectures. Simulation results indicate
that even modest overlay infrastructures, consisting of a small number of
proxy routers, often result in an effective stateful anycast solution where
the detour via the proxy routers is negligible.

Keywords: anycast architecture, proxy router, service dimensioning.

1 Introduction

IP anycast enables communication between a source host and one member of a
group of target hosts, usually the one nearest to the source [1]. As such, anycast
is considered as a powerful mechanism to achieve flawless decentralization of
connectionless network services, a prerequisite to scale such services to cope
with high request rates. The use of replicated DNS root servers listening to
a common—anycast—IP address is an example application where anycast has
been proven useful [2].

At present, there are limitations that prevent widespread adoption of IP any-
cast for network service provisioning, however. First, session-oriented services
(this includes all applications implemented on top of TCP) cannot take advan-
tage of this addressing mode, because subsequent packets from the same source
host (and session) may be routed towards a different target host. In a sense, ap-
plication layer anycast [3] alleviates this issue, albeit at the expense of losing IP
anycast transparency. Second, routes to anycast groups cannot be aggregated,
leading to an explosive growth of network routing tables if anycast would be
applied on a large scale. Possible solutions for this issue have been proposed by
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D. Katabi et al. [4] and H. Ballani et al. [5]. They do not directly address stateful
anycast communications, however.

In this paper, we present a proxy-based architecture that enables IP anycast
for session-oriented network services. Using this approach, advanced network
services such as a grid computational service can be scaled to a large number of
consumers, and this in a transparent way from an end-user perspective. After
describing the anycast proxy architecture, we propose a dimensioning and place-
ment optimization for the infrastructure components. Based on several criteria,
including anycast proxy infrastructure costs, network operational costs, client
demands and available resources, we solve the optimization problem by means
of integer linear programming (ILP).

The proposed anycast proxy architecture is actually based on PIAS (Proxy IP
Anycast Service) [5] and most PIAS features remain valid for our architecture.
Whereas Ballani et al. focus on global routing scalability and justify part of the
PIAS design by relying on BGP route stability, we tailor our anycast proxy archi-
tecture to the needs of regional network service providers, with explicit support
for session-based communications. In addition to previous anycast architecture
proposals, we also address infrastructure dimensioning and optimal placement
of the proxy routers.

The remainder of this paper is structured as follows. Section 2 focuses on
the anycast proxy architecture. We expose the ILP optimization problem for
infrastructure dimensioning and proxy unit placement in Section 3. In Section 4,
evaluation results from the implemented ILP are discussed and general findings
are presented. Section 5 summarizes the main results of this paper.

2 Anycast Proxy Architecture

The design objectives for a regional anycast proxy infrastructure supporting session-
based network services differ from a global anycast overlay infrastructure such as
PIAS [5] or OASIS [6]. In addition to the PIAS objectives, we wish explicit session
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Fig. 1. Native anycast server selection efficiency percentiles (5-25-50-75-95) for differ-
ent types of 100-node random graphs (for each graph 10 clients and 10 servers are
selected at random and client demand is equal to server capacity). Requests arriving
at an overloaded server are rejected.
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support and a flexible, session-based bonding between client proxies and server
proxies (and hence, between clients and servers). Contrary to OASIS, we wish that
anycast network services are completely transparent from a client perspective, on
each layer. Contrary to both PIAS and OASIS, we target a regional anycast solu-
tion (e.g., deployed in access and aggregation networks) and not a global one. As
such, anycast infrastructure dynamics are easier to deal with.

Even if network sessions were supported by native anycast or some any-
cast proxy overlay, a semi-static coupling between clients and target servers
(e.g., shortest paths) would be inefficient in terms of server resource utiliza-
tion, potentially leading to service requests being rejected. This is especially
true for long-lived, resource hungry network services. Fig. 1 depicts this ineffi-
ciency for different types of 100-node random graphs1. Therefore, we argue for a
session-based coupling between client proxies and server proxies, even though
this translates into an increase in the amount of state information in the proxy
nodes.

Fig. 2 depicts the steps involved in setting up a session between a client and a
target anycast server through the proxy system. Step R1 registers a server with
unicast address S for the service offered by anycast address A and port b. Note
that this registration uses native anycast to reach a server proxy (SP). Next, a
client can initiate a session by sending a packet addressed to the anycast service
of choice (step 1). When the packet arrives at the client proxy (CP), it is tun-
neled to a suitable SP (step 2), where it is tunneled again towards a target server
(step 3). The return path (steps 4,5 and 6) is realized in the same way. Stateful
tunneling occurs twice in each direction and is necessary to guarantee session
continuity2. The IP tunnels cannot be avoided on the return path because both
the CP and SP have to monitor the session state, for which packets have to
traverse the system in both directions. In contrast with PIAS, we prefer tunnel-
ing to network address translation (NAT) for communication between SPs and
anycast target servers, as this preserves end-to-end connectivity. This is impor-
tant for IPsec support and application layer services that experience difficulties
traversing NAT gateways. On the downside, the packet overhead increases on
the path between the SP and target server (in both directions) due to the extra
IP header. Because the second tunnel on the return path (step 5) is unavoidable,
this is not an extra limitation on the return path.

Similar to PIAS, rendez-vous proxies can be introduced if the number of
proxies gets too large and the signalling overhead significantly affects the system

1 Throughout this paper B-A(x,x) stands for the class of Barabási-Albert random
graphs [7] with x initial nodes, and during the growing process new nodes are
connected by x edges. Lattices are square and they consist of 10 × 10 nodes. E-
R(0.025) represents the class of connected Erdõs-Rényi random graphs [8] with
connection probability 0.025. These three types of graphs cover a wide spectrum
of random graphs, with regular lattices at one end of the spectrum and completely
random E-R graphs residing at the opposite end. B-A graphs represent small world
networks and are often used to model large networks (e.g., the Internet).

2 Note that step 4 in Fig. 2 can be implemented as a stateless tunnel, as target servers
always tunnel return packets towards the anycast address.
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Step Packet headers

R1 S:b → A:c
1 C:a → A:b
2 CP:C:a → SP:A:b
3 A:C:a → S:A:b
4 S:A:b → A:C:a
5 SP:A:b → CP:C:a
6 A:b → C:a

Fig. 2. Anycast communication through the proxy system. In the table capitals refer
to IP addresses and lowercase characters point to the TCP/UDP port used.

performance. In this case, a CP queries a rendez-vous point for a suitable SP
prior to initiating a new tunnel (towards a SP). Rendez-vous-based SP selection
is not further elaborated in this paper.

The following section discusses how to dimension the proxy infrastructure and
where to attach the proxies to the network.

3 Dimensioning the Anycast Infrastructure

Equipped with the anycast architecture outlined in Section 2, we wish to de-
termine how many proxies are needed and where they should be attached to
the network for a given client and server configuration. More formally, given a
network G(V, E), a set of client sites C ⊂ V and their demands δc, a set of server
sites S ⊂ V and their capacities πs, edge weights l(u, v) : (u, v) ∈ E and edge
capacities c(u, v) : (u, v) ∈ E, determine how many CP (resp. SP) with capacity
κCP (resp. κSP ) are needed and where they should be attached to the network.
The optimization process should balance network operational costs (related to
network resource utilization) and proxy infrastructure costs (determined by the
fixed cost α (resp. β) associated with each CP (resp. SP)). The parameters for
this optimization problem are summarized in Table 1.

We solve this optimization problem using ILP [9]. First constraints are spec-
ified, then we formulate the objective function. Where possible, constraints are
grouped per connection step as depicted in Fig. 2. Subsequently, we discuss
global constraints.

Constraints Related to Step 1 (see Fig. 2). Variable PCP (v) denotes whether
v ∈ V is selected as a CP. Therefore:

∀v ∈ V : PCP (v) ∈ {0, 1} (1)
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Table 1. Model parameters. The number of active sessions is our unit of measurement
for capacities and client demands

Parameter Description

G(V, E) network topology, V and E denote the sets of vertices and edges
C set of client sites (C ⊂ V )
S set of server sites (S ⊂ V )

l(u, v) edge weight (cost) (∀(u, v) ∈ E)
∆uv pre-computed shortest path distance between u ∈ V and v ∈ V

c(u, v) edge capacity (∀(u, v) ∈ E)
δc aggregated client demand for site c (∀c ∈ C)
πs aggregated server capacity for site s (∀s ∈ S)

κCP capacity of a client proxy
κSP capacity of a server proxy
α cost for introducing one client proxy
β cost for introducing one server proxy

We define the variable matrix Y (|C| × |V |) to express which node is selected
as client proxy for every client site node. Each client site must select exactly 1
proxy.

∀c ∈ C, ∀v ∈ V :Ycv ∈ {0, 1} ∧ Ycv ≤ PCP (v) (2a)

∀c ∈ C :
∑
v∈V

Ycv = 1 (2b)

In the following constraints, xcv(p, q) denotes whether edge (p, q) ∈ E is used
for the path between c ∈ C and v ∈ V . Additionally, constraint 3c enforces that
the shortest possible path between c and v is chosen (native anycast).

∀c ∈ C, ∀v ∈ V, ∀u ∈ V :

∑
p∈in(u)

xcv(p, u) −
∑

q∈out(u)

xcv(u, q) =

⎧⎪⎨
⎪⎩

− Ycv (u = c)
Ycv (u = v)
0 (u �= c, v)

(3a)

∀c ∈ C, ∀v ∈ V, ∀(p, q) ∈ E : xcv(p, q) ∈ {0, 1} (3b)

∀c ∈ C, ∀v ∈ V :
∑

(p,q)∈E

l(p, q)xcv(p, q) = ∆cv (3c)

Furthermore, the total demand for a CP should not exceed its capacity:

∀v ∈ V :
∑
c∈C

δcYcv ≤ κCP (4)
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Constraints Related to Step 2. PSP (v) is defined in the same way as PCP (v),
but from a SP perspective. This yields:

∀v ∈ V : PSP (v) ∈ {0, 1} (5)

Variable matrix N(|V | × |V |) divides the demand arriving in a CP over all SPs.
These variables obey the following rules.

∀u, v ∈ V : Nuv ∈ IN (6)

∀u ∈ V :
∑
v∈V

Nuv =
∑
c∈C

δcYcu (7)

Next, muv(p, q) denotes the amount of sessions that are forwarded over edge
(p, q) ∈ E on the path between u ∈ V and v ∈ V . Note that a constraint similar
to (3c) is omitted to allow for traffic engineering between CP and SP.

∀u, v, w ∈ V :

∑
p∈in(w)

muv(p, w) −
∑

q∈out(w)

muv(w, q) =

⎧⎪⎨
⎪⎩

− Nuv (w = u)
Nuv (w = v)
0 (w �= u, v)

(8a)

∀u, v ∈ V, ∀(p, q) ∈ E : muv(p, q) = 0 ∨ muv(p, q) = Nuv (8b)

Constraints Related to Step 3. Analogous to constraint (2), L(|S| × |V |)
establishes a similar relationship between a SP and a server.

∀s ∈ S, ∀v ∈ V :Lsv ∈ {0, 1} ∧ Lsv ≤ PSP (v) (9a)

∀s ∈ S :
∑
v∈V

Lsv = 1 (9b)

We introduce a last variable matrix Q(|V |× |S|) responsible for distributing the
demand arriving in a SP (v) to connected servers (s).

∀v ∈ V, ∀s ∈ S : Qvs ∈ IN (10)

The next constraints are the counterpart of (3). ksv(p, q) denotes the number of
sessions forwarded over edge (p, q) ∈ E from SP v ∈ V to server s ∈ S.

∀s ∈ S, ∀v ∈ V, ∀u ∈ V :

∑
p∈in(u)

ksv(p, u) −
∑

q∈out(u)

ksv(u, q) =

⎧⎪⎨
⎪⎩

− Qvs (u = s)
Qvs (u = v)
0 (u �= s, v)

(11a)

∀s ∈ S, ∀v ∈ V, ∀(p, q) ∈ E : ksv(p, q) = 0 ∨ ksv(p, q) = Qvs (11b)
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∀s ∈ S, ∀v ∈ V :
∑

(p,q)∈E

l(p, q)ksv(p, q) = ∆svQvs (11c)

Each SP should balance its total demand over the connected servers:

∀v ∈ V, ∀s ∈ S : Qvs ≤ πsLsv (12)

∀v ∈ V :
∑
u∈V

Nuv =
∑
s∈S

Qvs (13)

Constraints Related to Both Step 1 and 3. Because both clients and
servers send packets to the same anycast address, the proxy node closest to a
client should be its CP (14a) and it cannot be a SP (14b), unless CP and SP
collide.

∀c ∈ C, ∀x ∈ C :
∑
v∈V

Ycv∆cv ≤
∑
v∈V

Yxv∆cv (14a)

∀c ∈ C, ∀x ∈ S :
∑
v∈V

Ycv∆cv ≤
∑
v∈V

Lxv∆cv (14b)

Similarly, the proxy node closest to a server should be that server’s SP.

∀s ∈ S, ∀x ∈ S :
∑
v∈V

Lsv∆sv ≤
∑
v∈V

Lxv∆sv (15a)

∀s ∈ S, ∀x ∈ C :
∑
v∈V

Lsv∆sv ≤
∑
v∈V

Yxv∆sv (15b)

Constraints Related to Both Step 2 and 3. For every SP, the load should
not exceed its capacity or the total capacity of the servers attached to that SP.
Note that a server attaches itself to exactly one SP (the closest), due to the
registration process by means of native anycast (see step R1 in Fig. 2).

∀v ∈ V :
∑
u∈V

Nuv ≤ κSP PSP (v) (16)

≤
∑
s∈S

πsLsv (17)

Global Constraints. Every edge (p, q) ∈ E has a maximum capacity c(p, q).

∑
c∈C

∑
v∈V

δcxcv(p, q) +
∑
s∈S

∑
v∈V

ksv(p, q) +
∑

u,v∈V

muv(p, q) ≤ c(p, q) (18)
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Objective Function. Based on the constraints above, minimizing Z yields the
minimum cost solution.

Minimize Z =
∑

(p,q)∈E

∑
c∈C

∑
v∈V

δcl(p, q)xcv(p, q) + α
∑
v∈V

PCP (v)+

∑
(p,q)∈E

∑
s∈S

∑
v∈V

l(p, q)ksv(p, q) + β
∑
v∈V

PSP (v)+

∑
(p,q)∈E

∑
u∈V

∑
v∈V

l(p, q)muv(p, q)

(19)

4 Evaluation

Due to the shortest path computations in the ILP of Section 3 (constraints (3),(8)
and (11)), the number of variables in the system is bounded by O(|V |2|E|) or
O(|V |4) for dense graphs. Starting from the assumption that network bandwidth
is a less stringent resource than proxy router capacity, we propose a relaxed
version of the ILP, neglecting link capacity constraints. This relaxation renders
constraints (3),(8),(11) and (18) superfluous and essentially reduces the ILP to
an extended version of the warehouse location problem (WLP) [10]. In this case,
the objective function is rephrased using the pre-computed shortest distance
matrix ∆, yielding an upper bound of O(|V |2) for the number of variables in
the system. Due to the quadratic upper bound on the number of variables,
simulation results for moderate to relatively large networks lie within reach. We
implemented this relaxed ILP using CPLEX branch and bound software [11].

Fig. 3 depicts an example result of the ILP for a 6×6 lattice with three client
sites and three server sites. If proxy unit costs are high (Fig. 3(a)), the number
of proxies is small and the path stretch is large. Low proxy unit costs (Fig. 3(b))
result in more proxies being installed. Edge line width relates to the amount of
traffic that edge is forwarding.
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Fig. 3. An example result of the ILP for a 6 × 6 lattice. Nodes marked with a C (S)
are client (server) sites. Boxed nodes are CPs or SPs. Note that one node (router) can
fulfill multiple functions. Edge line width represents the traffic flow over this edge and
indicates which proxy is selected by a client or server.
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Fig. 4. Path stretch induced by the proxy infrastructure in comparison with native
anycast

We now wish to investigate differences in the proxy placement behavior and
efficiency for different types of 100-node random graphs. Where possible, general
findings are presented. Again, five types of random networks are generated: 10×
10 lattices and networks from the classes B-A(1,1), B-A(2,2), B-A(3,3) and E-
R(0.025)1. For each constructed network, edge weights l(.) are selected randomly
from the set {0.1, 0.2, . . . , 0.9} and 10 client and server sites are also selected at
random. All random values are drawn from distinct Mersenne Twister instances
(different seeds). From each class of graphs, 100 networks are generated, yielding
a total of 500 evaluation networks. For the simulations, all client demands and
server capacities are equal to 100 sessions. CPs and SPs are scaled in such a
way they can handle the complete load (i.e., they can support 1000 simultaneous
sessions or more). By varying the proxy unit costs, we influence the total number
of proxies to be installed in the network.

Fig. 4(a) depicts the average path stretch related to the proxy density for each
type of random graph. We define proxy density as |CP|+|SP|

|C|+|S| . As expected, the
path stretch decreases as the proxy density increases. Because CPs can forward
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Fig. 5. Degree of the network nodes elected to become a proxy
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requests to the most suitable SPs (based on SP proximity and the available
processing power in the servers behind each SP), the path stretch does not
necessarily converge to zero. Fig. 4(a) and Fig. 4(b) show that both the path
stretch and its spread is much smaller for small world graphs (B-A(x,x)) than
for lattices. Even for a small number of proxies, the anycast overlay does not
impose a significant stretch in small world graphs.

Another result that confirms intuition is depicted in Fig. 5. When proxy den-
sity is low, highly connected nodes are elected to become an anycast proxy. Due
to their specific structure, B-A(x,x) graphs emphasize this property. The hiccup
for B-A(x,x) graphs noticed in Fig. 5(a) can also be attributed to their struc-
ture: as shown in Fig. 5(b), a vast majority of ILP results for B-A(x,x) graphs
are either low or high density solutions (without smooth transition), because the
node degree is exponentially distributed.

5 Summary

In this paper, we presented an anycast proxy architecture tailored to the needs
of a service provisioning platform (i.e., support for stateful communications,
efficient use of available resources). This way, service providers can offer session-
based network services in a scalable, robust way. From a client perspective, the
proxy system is completely transparent, however. Moreover, end-to-end connec-
tivity is preserved due to the double IP tunneling approach.

Once the anycast proxy architecture is being implemented, it is important to
know how many proxy routers are needed and where they should be attached to
the network. The second part of this paper addresses this issue by optimizing a
balanced objective, combining fixed infrastructure investment costs with network
operational costs related to the amount of extra traffic generated by the proxy
system. We show that even with a small number of proxies the extra network
operational cost can be small, especially in networks with small world properties.
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Abstract. Interest in Real Time Locating Systems (RTLS), which is an RFID 
application, has been increasing recently. RTLS is used to locate and track ob-
ject using RFID tags. Typically these objects are containers, pallets, and other 
commercially viable items. This paper presents the design and the implementa-
tion of an RTLS system using 433MHz active RFID tags considering scalabil-
ity. Our system is developed using an RFID platform that takes RTLS standards 
into account. Also, in this paper a routing protocol is proposed to deliver data to 
the server via each reader. In order to evaluate the system’s performance, some 
outdoor experiments are performed and the resulting errors reported in meters 
are discussed. Furthermore, simulation of the routing protocol is also included. 

Keywords: RFID, RTLS, Localization, Tracking, Received signal strength, 
Wireless sensor networks. 

1   Introduction 

RFID transmits a variety of information using wireless communication technology 
about objects that have been tagged. Thus several routine tasks can be accomplished 
such as exchanging information, maintenance, and managing the tagged objects. The 
basic components of the RFID system are readers and tags. A reader communicates 
only with the tags and collects the information such as product ID, manufacturer, 
price, location, and other object-unique information [1]. 

Locating systems have become an important area of study and are applicable to 
many fields. Thus they have drawn wide-spread interest. These systems must utilize 
RFID technology and RTLS standards to locate the tagged objects. 

International standards have been established for RTLS based on the ANSI/INCIT 
371 standard [2][3][4]. The three parts of the standard have been defined as 2.4GHz 
RTLS, 433MHz RTLS and API. We will discuss the 433MHz RTLS standard using 
RFID in this paper. 

A 433MHz RTLS is constructed to be used outdoors at distances of over 100m. 
This system has applications mainly in the distribution industry such as transporting 
containers in ports. Because ports cover large areas, this standard requires a number 
of RFID readers to be installed in order to have constant and uninterrupted coverage 
of the area. However, environmental restrictions have presented the installation of 
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large numbers of hard-wired RFID readers. Therefore, wireless communication was 
used to solve this problem in RTLS. 

A new data communication timing and message format for reader-to reader com-
munication is presented, because the 433MHz RTLS system follows the principle of 
RFID that readers communicate only with tag. This paper presents the design and 
implementation of this RTLS using an active RFID. 

The remainder of this paper is structured as follows. In Section 2, the RTLS stan-
dard is discussed as it relates to this work. Section 3 describes design issues of wire-
less communication - based RTLS using RFID readers. Routing protocols are also 
discussed. Next, an implementation of the RTLS system using an active RFID, and an 
analysis of its performance are presented in Section 4. Finally, Section 5 contains our 
conclusion. 

2   Related Work 

RTLS is the standard for locating objects with electronic tags in real time. This stan-
dard is stated in ISO/IEC 24730 based on the ANSI/INCIT 371 standard [5][6][7]. 
The ANSI/INCIT 371 standard has three parts. First, the 2.4GHz air interface protocol 
is defined in ANSI/INCIT 371-1. Second, the 433MHz air interface protocol is de-
fined in ANSI/INCIT 371-2. Also, both explain the tag-to-reader communication 
architecture, message format and locating method. And last, ASNI/INCIT 371-3 de-
fines Application Programming Interface (API) using server-client communication. 

 

Fig. 1. General RTLS system 

The general RTLS system is composed of tags, readers, a server and a client. Fig-
ure 1 illustrates the general RTLS system. The tag attached to the object has an origi-
nal ID and sends information to the readers periodically. The readers communicate 
with the tag using wireless communication. This reader relays the server’s requests to 
the tags or collects information from the tags. Then, the readers deliver the collected 
information to the server. The server gathers and analyzes this information. The client 
delivers the user’s commands to the server and retrieves location information for 
application programs. 

As mentioned in section 1, this paper focuses on the 433MHz RTLS system using 
active RFID. The characteristics of the 433MHz radio frequency are better than 
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2.4GHz in a port environment, because metal containers are stored, transported, and 
managed there. Two location methodologies are proposed in the RTLS standards 
[5][6]. They are Time Difference of Arrivals (TDOA) ranging and Received Signal 
Strength Indicator of Arrivals (ROA). The ROA ranging method has been used in this 
paper. 

3   System Architecture 

The design issues of the 433MHz RTLS system using an active RFID are as follows: 
(1) implementing the RTLS standards and (2) implementing scalability while main-
taining RFID compatibility. In order to solve these problems, we suggest two methods 
which are a new data communication timing and message format for reader-to reader 
communication. 

3.1   Design of Reader-to-Reader Communication 

It is difficult to install a large number of RFID readers wired directly to the RTLS 
system. Consequently reader-to-reader wireless communication was suggested to 
maintain the scalability of the installation. In order to actualize our suggestion, new 
data communication timing for RFID reader is defined and reader-to-reader message 
format based on the RTLS standard is added. 

3.1.1   Data Communication Timing 
Data is transmitted in a packet format in RTLS data link layer. A packet is comprised 
of a preamble, data bytes, and a final logic low period. Data bytes are sent in the 
Manchester code format. The preamble is comprised of twenty pulses each with a 
duration of 60µs (30µs high and 30µs low), followed by a final sync pulse identifying 
the direction of the communication: 42µs high and 54µs low (tag-to-reader); and 54µs 
high and 54µs low (reader-to-tag) [3]. This is presented in figure 2. 

Sync pulses have not been defined for reader-to-reader communication in the 
RTLS standard. Therefore, the tag-to-reader sync pulse is used to identify reader-to-
reader communication. If the reader-to-tag sync pulse were used for reader-to-reader 
communication, a reaction by the tags would be induced. This reaction would cause 
compatibility problems with RFID. Consequently, a final sync pulse of 42µs high and 
54µs low is used to identify two communication directions in this paper: tag-to-reader 
and reader-to-reader. 

 

Fig. 2. Data communication timing in RTLS standard 
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3.1.2   Message Format 
Tag-to-reader and reader-to-tag communication uses the RTLS standard message 
format shown in tables 1 and 2 [7]. A new message format has been added for reader-
to-reader communication to these standard message formats as shown in table 3.  

Table 1. Tag-to-reader message format 

Protocol 
ID 

Tag 
Status 

Packet 
Length 

Reader 
ID 

Tag Mfr.
ID 

Tag ID 
Command
Code 

Data CRC 

0x40 2 bytes 1 byte 2 bytes 2 bytes 4 bytes 1 byte N bytes 2 bytes 

Table 2. Reader-to-tag message format 

Protocol 
ID 

Packet 
Options 

Tag Mfr. 
ID 

Tag ID Int ID 
Command
Code 

Data CRC 

0x40 1 byte 2 bytes 4 bytes 2 bytes 1 byte N bytes 2 bytes 

Table 3. Reader-to-reader message format 

Protocol 
ID 

Command 
Type 

Packet 
Length 

Sender 
ID 

Receiver 
ID 

Destination
ID 

Data CRC 

0x42 1 byte 1 byte 2 bytes 2 bytes 2 bytes N bytes 2 bytes 

We define the Protocol ID using ‘0x42’ for compatibility among the values ‘0x40’ 
and ‘0x4F’ in the reader-to-reader message format and use Sender ID, Receiver ID, 
and Destination ID to route information to its destination. The Destination ID speci-
fies the sink ID or address. 

3.2   Design of the Routing Protocol 

In the proposed RTLS system, tags and readers communicate with each other using a 
radio frequency. If a number of readers and tags to communicate simultaneously, 
radio frequency interference happens frequently. This problem has been solved by 
using an efficient routing protocol system, Time Division Multiple Access (TDMA). 
The success of this approach depends on the three following assumptions, which are 
illustrated in figure 3. 
   • The readers which have unique IDs are deployed in a grid fashion at a regular  

  distance, R, and synchronized. 
   • The transmission range of the readers and tags covers the distance defined by       

2 R. 
   • It is possible for a sink to communicate with one or more readers. 

All of the readers have been divided into several small groups composed of a set 
number of readers each using both a local ID and unique ID. For example, if a group 
is composed of nine readers, the readers have a local ID ranging in order from 1 to 9. 
We assign a time slot for TDMA communication using the local IDs of the readers. 
Therefore the readers that communicate at specific time all have the same local IDs in 
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Fig. 3. Deployment of readers at regular intervals 

the proposed RTLS system and they can communicate with the next local ID reader 
within the group without causing radio frequency interference with the readers of the 
other groups. Hence the reader with last local ID can collect information from  
the other readers within its group. It then transmits information to nearest reader of 
the next group in the neighborhood. According to this procedure, the sink gathers 
information from the readers and relays it to the RTLS server. The entire procedure is 
presented in figure 4. 

 

Fig. 4. Message routing from the readers using local ID to the sink 

4   Implementation and Performance Evaluation 

We implemented RTLS system based on the proposed architecture and routing proto-
col. In addition, we evaluated the accuracy with which objects were located with in 
field experiments and the performance of the routing protocol from a simulation  
|results. 

4.1   Implementation 

The RTLS system was assembled using tags, readers, and a sink. The Atmel’s At-
mega128L was used as the processing unit for the RTLS platform. It has a maximum 
frequency of 8MHz providing reasonable processing power for a wide variety of  
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Fig. 5. Hardware component of RTLS system : Tag, Reader and Sink 

applications. The communication module used the XEMICS’s XE1203F radio chip. 
The XE1203F is a 433, 868, 915MHz compliant single-chip RF transceiver, which is 
designed to provide fully functional multi-channel FSK communication. Both the tags 
and readers were made from same hardware and the sink has some appended facility 
to connect with the RTLS server as shown in Figure 5 [8]. 

A general purpose PC is used as the RTLS server. It connects with the sink and es-
timates the location of the tags using RSS received from the readers. 

4.2   Performance Evaluation 

The following experiments were performed: (1) changes in signal strength were 
measured over distance in outdoor, (2) the accuracy of the locating system was as-
sessed based on the result of the measurements and (3) the performance of the pro-
posed routing protocol was evaluated through a simulation. 

4.2.1   Field Experiments of RTLS System 
Figure 6 depicts the environment where the signal strength experiment was held. The 
readers were arranged in a line, and then the tag emitted the signal. The results are the 
average of ten repetitions of the experiments. The results of the changes to the signal 
strength are shown in figure 7. 

 

Fig. 6. Experiment environment of RSSI 
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Fig. 7. Signal strength changes according to distance 

The tag was located by either four or nine readers depending on the changes in its 
signal strength. The readers were deployed in a grid over a 30m x 30m flat area and the 
tag sent a blink message at 3 second intervals. Figure 8 shows the experimental set up. 

 

Fig. 8. Fields experiment environment using 4 readers 

The Results of the field experiment using four readers had an average location er-
ror of 3m and using nine readers, 2m as compared with the actual position. The distri-
bution of location error is shown in Figure 9. As can be seen, RTLS having more 
readers increases the accuracy of the resulting location. 

 

Fig. 9. Distance of location error 

READER TAG
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4.2.2   Simulation of Routing Protocol 
An efficient routing protocol for communicating between readers was described in the 
previous chapter. The simulation environment was implemented using the NESLsim 
of PARSEC platform in order to evaluate the performance of the routing protocol [9]. 
Table 4 lists the values for different parameters used in the simulations. Each simula-
tion scenario consisted of randomly placing unknown tags in a field. 

Table 4. Simulation parameters 

Parameter Value 
Field area 150×150 ~ 750×750 
Number of readers 9, 36, 81, 144, 225 
Number of tags 1, 5, 10, 15, 20, 25, 30, 35, 40, 45 
Reader deployment Grid 
Tag deployment Random 
Transmission range 75 
Interval of blink message 2, 5, 10, 30, 60 sec 

 

Fig. 10. Delivery rate comparison slotted aloha(left) and TDMA(right) 

 
Fig. 11. Data transmission delay 
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The results are the average of over a hundred simulation runs. In first simulation, 
the performance of slotted aloha in the 18000-7 standard for active RFID was com-
pared to that of TDMA using proposed routing protocol. The delivery rate represents 
an efficient use of radio frequency in figure 10. 

In second simulation, we evaluated data transmission delays, because the property 
of real-time is important in RTLS. All of the readers are composed of one group were 
compared to all of them are divided into several small groups composed of a set num-
ber of nine readers. As can be seen in figure 11, the proposed routing protocol for 
RTLS has better performance in data transmission delays. 

5   Conclusions 

In this paper, we proposed a scalable RTLS system which makes use of reader-to-
reader communication. First, new data communication timing for RFID readers was 
defined and a reader-to-reader message format was added to the RTLS standard that 
took RFID compatibility into account. Second, an efficient routing protocol for RTLS 
was designed and simulated. Finally, a scalable RTLS system was constructed and 
outdoor experiments were conducted. 

In the future work, we would like to experiment with using containers in port logis-
tics. In order to enhance the accuracy of locating objects, we would also like to ex-
plore localization techniques using radio interferometric positioning. 
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Abstract. RFID (RF based identification system) requires identification and 
collision avoidance schemes for tag singularization.  To avoid the collision, 
there are two previous approaches: ALOHA based and binary tree algorithm.. 
They are essentially collision avoidance algorithms, and require much overhead 
in retransmission time. Previous research works on collision recovery protocol 
cannot distinguish tag collision from channel error. Because channel error sig-
nificantly influences the overall performance of anti-collision protocols, we 
propose a robust and efficient tag collision recovery scheme using direct se-
quence spreading modulation; thereby we can reduce channel errors. Specifi-
cally, we propose MSQTP (multi-state query tree protocol) scheme, which is an 
extension of query tree protocol using modulated symbols. We experimented 
with two collision resilient symbols: orthogonal (Hadamard) and BIBD (bal-
anced incomplete block design) code. MSQTP shows performance gain (de-
crease in iteration step for collision recovery) over previous query tree based 
collision recovery scheme, and shows graceful degradation in noisy environ-
ment with lower SNR. 

1   Introduction 

RFID (radio frequency identification) is a RF based identification system.. RFID 
system is easier to use than magnetic card and bar code. The RFID has high potential 
such as supply chain management, access control with identification card, and asset 
tracking system. As shown in Figure 1, RFID system is compose of a reader (trans-
ceiver) and tags (transponder), where RF reader reads and writes data from each en-
tity (RF tag). The reader (transceiver) requests and receives information from tags 
using RF (radio frequency). Each tag has unique identification information, and tag 
responds to reader with its unique identification. Request signal also supplies energy 
for passive tags to make them respond to reader, and the strength of response signal 
sent by the tag is much smaller than the power of reader’s request signal. To improve 
the signal to noise ratio of received signal from tags, we can use a direct sequence 
spreading, which spreads or repeats small energy, and increases the total received 
energy from tag to reader. As shown in Figure 1, all tags in reader’s radio range can 
respond to reader’s request signal simultaneously. If two or more tags are in a reader’s 
radio range, the reader cannot uniquely identify tag without collision resolution  
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Fig. 1. Multiple tag identification in RFID system 

scheme. In this paper, we propose a direct sequence spreading scheme based on colli-
sion resilient code symbols.  

To prevent collision in RFID system, there are two previous researches: (1) multi-
ple access protocol which is known to ALOHA from networking, and (2) binary tree 
algorithm, which is relatively simple mechanism [1]. The ALOHA is a probabilistic 
algorithm, which shows low throughput and low channel utilization. To increase the 
performance, slotted ALOHA (time slotted, frame slotted, or dynamic frame slotted) 
protocol is suggested. Binary tree algorithm and query tree protocol are deterministic 
algorithms, which detect the location of bit conflict among tags, and partitions tags 
into disjoint group recursively until there are no collision. It requires as many as the 
length of ID to identify one tag in worst case. To partition into tags, binary tree algo-
rithm stores previous query at tag’s register, but query tree protocol use prefix instead 
of the register. In this paper, we propose a variation of query tree algorithm with colli-
sion recovery vector symbol. When there is less than k responding symbols in 
reader’s radio range, our protocol can identify the tags without any re-transmission. In 
section 2, we review previous approaches for tag collision, and propose our scheme 
with simulation results in section 3 and section 4. We conclude in section 5. 

2   Related Works 

To avoid collusion and share limited channel in communication system, there are 
many multiple access techniques - space division multiple access (SDMA), Frequency 
domain multiple access (FDMA), time domain multiple access (TDMA), code divi-
sion multiple access (CDMA). But, these techniques assume that each user can use 
channel continuously, and are not suitable for RFID system. In RFID system, there 
two type of collision resolution scheme: (1) Probabilistic algorithm, which is based on 
ALOHA. (2) Deterministic algorithm which detects collided bits and splits disjoint 
subsets of tags. There are two open standards from ISO and EPC organizations. ISO 
18000-6 family standard uses probabilistic algorithm which is based on ALOHA 
procedure, and EPC family standard uses deterministic algorithm.  

ALOHA is very simple procedure, a reader requests ID, tags will randomly send 
their data. When collision occurs, they wait random time and retransmit. To enhance 
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performance, they will uses switch off, slow down and carrier sense [2]. In slotted 
ALOHA, time is divided in discrete time slot, and a tag can send its data at the begin-
ning of its pre-specified slot. Although the slotted ALOHA can enhance the channel 
utilization and throughput, it cannot guarantee the response time when there are many 
tags near reader.. To guarantee the response time, frame slotted ALOHA is proposed. 
In this scheme, all the tags response within frame size slots. As the frame size is big-
ger, the probability of collision gets lower, but the response time gets longer. When 
frame size equals to the number of tags, this scheme shows best high throughput [3]. 
In [3, 4], they suggest dynamic frame slotted ALOHA algorithm, which estimate the 
size of tags and dynamically change frame size. ALOHA based protocol, however, 
cannot perfectly prevent collisions. In addition, they have the tag starvation problem, 
where a tag may not be identified for a long time [6]. The starvation means that some 
tags have had no chance of transmissions for a long time, when they are collapsed 
repeatedly. 

Deterministic algorithm, which has no starvation problem, is most suitable for pas-
sive tag applications. It is categorized into binary tree protocol and query tree proto-
col. Both of these protocols require all tags response at the same time and the reader 
identify corrupted bits [6]. In binary tree protocol, the tag has a register to save previ-
ous inquiring result. It has disadvantage of complicated tag implementation, and the 
tag in overlapped range of two readers will show incorrect operation. Query tree pro-
tocol does not require tag’s own counter. Instead of using counter, the reader transmit 
prefix and tags are response their rest bits. The query tree protocol is memory-less 
protocol and tags has low functionality. However, it is slower than binary tree proto-
col for tag identification. In query tree protocol [6] as shown in Table 1, the reader 
requests their ID with no prefix, and all tags transmit their ID. As a result, received 
four bits are totally corrupted. Next, the reader requests it with prefix 0, 0001 and 
0011 transmit their bits [0X1]. The reader can know third bit is in collision, it request 
ID with prefix 000 and only one tag whose ID is 0001 transmit fourth bit as one. 

Table 1. Detailed Procedure of query tree protocol 

Time Reader 
request 

Tag  
response 

Note 

Tag1: 0001 
Tag2: 0011 

t0 null 

Tag3: 1100 

All tags reply with their IDs, as a result, the 
reader knows that all bits are collusion. 

Tag1: 001 
Tag2: 011 

t1 0 

Tag3: - 

Tag 1 and tag 2 who match prefix 0 replies 
with their remaining IDs. 
- : means not response 

Tag1: 1 
Tag2: - 

t2 000 

Tag3: - 

Tag 1 who matches prefix 000 reply with its 
last bit. Tag 1 identified.  

Although the prefix increase bits between tags and reader in query tree protocol, it 
makes tags low functionality, cost and robust to errors. In this paper, we suggest 
modified query tree protocol with collision resilient symbol. 
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3   Symbol Based Query Tree Protocol with Collision Recovery 

The performances of query tree protocol and binary tree algorithm depend on how to 
detect collision bit position. However, if the majority of tags transmit 1 and a few tags 
transmit 0, the bit position will be decoded as 1. In this paper, we propose symbol 
based extension of query tree protocol to reduce identification speed, power consump-
tion, and to increase robustness under low SNR regions. To identify tag, we propose 
multi-state extension of query tree protocol. Traditional query tree protocol uses 
round of bit queries and bit responses, and our scheme uses round of symbol prefix 
queries and responses. In each round, the reader broadcasts a message that tags whose 
ID contain a certain prefix should response to the reader with their remaining ID. If 
more than one tag answers, the reader knows that there are at least two tags that have 
the same prefix. The reader then appends additional symbol to the prefix, and con-
tinue to query with a longer prefix. When the reader gets unique response, which 
means that the prefix uniquely matches a tag, we can uniquely identify a tag. 

Table 2 show the example of one tag identification procedure when there are four 
tags in reader’s radio range. In this scenario, we can identify two tags (tag1 and tag2) 
at t2. When a reader requests tag identification signal with null at t0, each tag send 
their first symbols and received signal is 1 2 4 3 6 4 8( )S S Sλ λ λ λ+ + + . The coefficient 

( 0iλ > ) depends on power, distance and channel state between tags and reader. With 

soft-decision (list) decoding algorithm [8], the reader may decode the symbol S4. 
After the first symbol is decoded, the reader requests with prefix S4, and, there are 
two prefix matched tags (tag1 and tag2) with S18 response. Finally, the reader re-
quests with prefix S4S18, and we can identify both tags. 

Table 2. Example of symbol based query tree protocol for one tag identification 

Time Reader 
request 

Tag  
response 

Note  

Tag1: S4  
Tag2: S4 
Tag3: S6 

t0 Null 

Tag4: S8 

All tags reply with their first symbol. After this 
round, we can successfully identify maximum 
three symbols; in this case, we can identify S4, 
S6, S8. 

Tag1: S18  
Tag2: S18  
Tag3: - 

t1 S4 

Tag4: - 

Using prefix selection strategy, we use the pre-
fix S4. We can extend our scheme to multiple 
prefix selection. 
- : means no response 

Tag1: S5  
Tag2: S7  
Tag3: - 

t2 S4 S18 

Tag4: - 

Both of tag1 and tag 2 can be identified 

To identify both of tag 1 and tag2 simultaneously as shown in Table 2, we can use 
special coding for symbols. Figure 2 shows the idea of collision recovery scheme. In 
error correction code, the distance of any symbols is at least D. and if the received  
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Fig. 2. Collision recovery vs. error correction code for collision resilience 

signal is closer to one symbol then D/2, it will be corrected. However, the received 
symbol is far from any symbol, it will be error. The collision resilient symbol 
means that the distance of arbitrary two symbols uniform. Therefore, if the received 
symbol is same distance of any original symbols, we can reconstruct originally sent 
signals. 

As a collision resilient symbol, we suggest two type of codebook. One comes from 
(v, k, λ)-BIBD and the other comes from orthogonal code. To make collision resilient 
symbol, we define frame-proof code [10]. 

Definition 1. A (v, n)-code Γ  is called a c-frameproof code if, for every W ⊆ Γ  such 

that W c≤ , we have ( )F W W∩ Γ = . We will say that Γ is a c-frameproof code. 

The definition of (v, k, λ)-BIBD code is set of k-element subsets (blocks) of v-
element set χ, such that each pair of elements of χ occurs together in exactly λ blocks. 
The (v, k, λ)-BIBD has total of n= λ (v2–v)/(k2-k) blocks, and we can represent (v, k, 
λ)-BIBD code an v*n incident matrix, where C(i,j) is set to 1 when the i-th element 
belongs to the j-th block and set to 0 otherwise [9]. Suppose that the symbols are 
derived from (v, k, 1)-BIBD, all possible symbols are n=(v2-v)/(k2-k) and it is one out 
of frame-proof codes [11]. Figure 3 shows the example of (7, 3, 1)-BIBD which can 
identify up to 2 symbols at one transmission. For example, when the 1-st and 2-nd 
symbols (column) collide, the first bit remains one and 5th and 7th bits are zero. On the 
contrary, if a reader receives that result, the reader knows that 1st and 2nd symbols 
really sent. If one or more bits are not corrupted, we can make partition into two dis-
joint subsets and the one has less than 3 tags and it has unique elements. e.g) when 
third bit is 1, the subset has first, sixth and seventh symbols. (7, 3, 1)-BIBD code can 
represent only 7 symbols and identify up to 2 symbols within one transmission, we 
can redesign the parameter (v, k). (16, 4, 1)-BIBD can support n = (16*15)/4*3=20 
symbols. 

Figure 4 compares the Hadamard code and BIBD code.  As shown Figure 4 (a), the 
hamming distance of each others must be 8. As shown Figure 4 (b), the block repre-
sents as column and a first column has four elements, and its elements are 1, 2, 3  
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Fig. 3. Geometric (a) and incident matrix (b) representation of (7, 3, 1)-BIBD 

and 4. In addition, when randomly select two elements, the block including them is 
only one. For example, third and fourth elements determinates first column. It stands-
for the intersection between arbitrary two blocks is at most 1. The hamming distance 
of BIBD code can be calculated by this property. If two blocks share not any element, 
the distance will be 2*k. And, two blocks share only one element, the distance will be 
2*(k-1). Although the BIBD code violates uniqueness in hamming distance, the BIBD 
code can support more symbol then same sized Hadamard code. 
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(a) Hadamard construction (b) (16, 4,1)-BIBD construction  

Fig. 4. The example of collision resilient symbols, with 16-bitHadamard matrix (a) and  
(16, 4, 1)-Balanced Incomplete Block design (b) 

When a reader requests next symbol with a prefix, the tags who matches the prefix 
should response with their next 16-bit symbols. Table 3 shows the reader request and 
tag response scenario when we have four tags: [4 18 5], [4 18 7], [8 9 2], and [6 8 3]. 
At the 3rd iteration, although there are two tags whose prefix [4 18], the one tag whose 
closest from reader or strongest signal at reader will be identified with our protocol; 
or both of them can be identified simultaneously.  
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Table 3. The procedure for all tags identification using coded symbol based query tree  
algorithm 

iteration Reader request Tags response 
1 Null [4] 
2 [4] [18] 
3 [4 18] [5]*1 
3-1 [4 18 5] Confirmed*2 
4 [4 18] [7] 
4-1 [4 18 7] Confirmed*2 
5 [4 18] no response 
6 [4] no response 
7 Null [8] 
8 [8] [9] 
9 [8 9] [2] 
9-1 [8 9 2] Confirmed*2 
10 [8 9] no response 
11 [8] no response 
12 Null [6] 
13 [6] [8] 
14 [6 8] [3] 
14-1 [6 8 3] Confirmed 
15 [6 8] no response 
16 [6] no response 
17 Null no response 

       *1: one of them response, *2: one tag is identified and muted 

In the query tree protocol, a reader detects collision bit by bit. However, our 
scheme can detect collision with 16 bit vector symbols which can represent twenty 
tags. All tags that match the prefix transmit their remaining bits in traditional query 
tree protocol; whereas, our symbol based query tree protocol transmit their next sym-
bols (each symbol takes 16 bits). The following procedure describes our protocol: 

Algorithm: Coded Symbol based Query Tree Protocol 

Set the prefix empty 
do 
    rx-signal = request (with the prefix) 
        if (rx-signal is no response ) then 
            if (the prefix is not empty) then 
                delete last symbol in the prefix 
            else 
                terminate 
            endif 
         else 
            Symbol = decode (the rx-signal) 
            add symbol in to end of the prefix 
         endif 
         if (size of prefix == size of tags symbol) then 
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                ensure that existence of the tag and 
                make it not response (mute) 
                delete last symbol in the prefix 
         endif 
od  

To solve the small number of tags and to be compatible with the electronic product 
code, we used 32-bit ID, which composed of two 16-bit BIBD codes. Each 16-bit 
BIBD code is based (16, 4, 1)-BIBD, and it can support 20*20 tags (users). If the 
RFID system uses 48 bits for IDs, we can use three symbols, we can support 8000 
tags. Each tag has unique path in the query tree and its depth is 3. Therefore we can 
identify one tag at most 3 times transmission. To support 160000 tags, traditional 
query tree protocol requires 13 bits (8192 tags) and 13 iterations to identify one tag in 
worst case; however, our scheme requires only 4 iterations in worst case. Although 
our scheme sacrifices the number of supported tags, it has strong advantage in identi-
fication speed, low power consumptions and robustness under low SNR region. To 
increase the number of supported tag we can use hybrid scheme, where small part 
uses BIBD scheme to be compatible with EPC Global Code. 

4   Experimental Results 

To detect collision, traditional query tree protocol uses Manchester coding. To repre-
sent a message ‘zero’ and ‘One’, it sent 01 and 10 using an amplitude shift keying.  
Therefore, it can be described as (2, 2)-code. Table 4 shows the number of supported 
tags for collision resilient symbol based (BIBD), orthogonal code based (Hadamard) 
and bit based (query tree protocol). Table 4 summarizes our experiments, every code 
can be represented as (l, n)-code, l means the dimension of symbol, and n is the num-
ber of symbol. To generate tag ID, we permuted with each symbol. For example, the 
80 (eighty) bits can divided into 5 segments. And each segment will be one of sym-
bol. To support billions tags, In the Manchester encoding, the population of tags can 
be represented binary tree with depth 20. However, In BIBD or Hadamard matrix 
code, the maximum depth of tree is only 5. 

Table 4. Comparison of collision resilient symbol based and bit based query tree protocol 

Construction type Codebook 
parameter 

Total 
Bits 

Depth 
(segment) 

Supported tags 

Binary Query Tree Protocol (4,2)-code 80bits 20=80/4 2^20=1,048,576 
MSQTP-Hadamard Matrix (16,16)-code 80bits 5= 80/16 16^5=1,048,576 
MSQTP - (16,4,1)-BIBD (16,20)-code 80bits 5=80/16 20^5=3,200,000 

In our experimentastion, we assume AWGN (additive white Gaussian noise) model 
without fading for radio channel, and tested three codebooks for collision recovery. 
To compare the performance of various codebooks, we count total iterations for all 
tag identification under various noisy environments. Figure 5 (b) and (c) shows the 
performance of 16 dimensional Hadamard code and BIBD code respectively. They 
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(a) Binary Query Tree Protocol (Spreading Factor=4) 

 
(b) Multi-state query tree protocol (MSQTP) with 16x16 Hadamard matrix 

 
(c) Multi-state query tree protocol (MSQTP) with (16, 4,1)-BIBD 

Fig. 5. The performance comparison under various SNR 

has no degradation of performance over SNR=0dB. And comparing iterations with 
Hadamard code, it shows more iterations than Hadamard code, however, the overhead 
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is insignificant. Because, it has 3 times more tags then Hadamard code. However, 
there are difference between SNR=0dB and SNR 5dB.  It means that binary symbol 
can not operate well in SNR=0dB. 

5   Conclusion 

In this paper, we proposed a collision detection and recovery algorithm for RFID tag 
collision cases. We designed the basic code using (v, k, λ) BIBD (balanced incom-
plete block design) code, and it can identify symbols when up to k symbols are col-
lapsed. Our scheme does not require re-transmission, which costs power consumption. 
We simulated our scheme over various radio environments using AWGN channel 
model. Our scheme shows good collision detection and ID recovery (average k sym-
bols for bad radio environments). 

References 

1. Finkenzeller, K.: RFID Handbook, Fundamentals and Application in Contact-less Smart 
Card and Identification, 2nd edn., pp. 195–219. John Wiley & Sons Ltd., Chichester 
(2003) 

2. ISO/IEC 18000 Part 3- Parameters for Air Interface Communications at 13.56MHz, RFID 
Air Interface Standards  

3. Cha, J., Kim, J.: Novel Anti-collision Algorithm for Fast Object Identification in RFID 
System. In: IEEE ICPADS, pp. 63–67 (2005) 

4. Vogt, H.: Multiple object identification with passive RFID tags. In: IEEE Int. Conf. on 
System, Man and Cybernetics, vol. 3, pp. 6–9 (2002) 

5. MIT Auto-ID Center, Draft protocol specification for a 900MHz Class 0 Radio Frequency 
Identification Tag (February 2003), http://www.epcglobalinc.org/  

6. Myung, J., Lee, W.: An Adaptive Memoryless Tag Anti-Collision Protocol for RFID Net-
wroks. In: IEEE INFOCOM (2005) 

7. Zhou, F., Chen, C., Jin, D., Huang, C., Min, H.: Evaluation and Optimizing Power Con-
sumption of Anti-Collision Protocols for Applications in RFID System. In: ACM ISLPED 
2004, pp. 357–362 (2004) 

8. Guruswami, V., Sudan, M.: Improved Decoding of Reed-Solomon and Algebraic-
Geometry Codes. IEEE Trans. on Information Theory 45, 1757–1767 (1999) 

9. Colbourn, C.J., Dinitz, J.H.: The CRC Handbook of Combinatorial Design. CRC Press, 
Boca Raton (1996) 

10. Stinson, D.R., Wei, R.: Combinatorial Properties and Construction of traceability Schemes 
and Frameproof Codes. SIAM Journal on Discrete Mathematics 11, 41–53 (1998) 

11. Stinson, D.R., Trung, T.V., Wei, R.: Secure Frameproof Code, Key Distribution Patterns, 
Group Testing Algorithm and Related Structures. J. Statist. Planning Inference 86, 595–
671 (2000) 



Performance Study of Anti-collision Algorithms
for EPC-C1 Gen2 RFID Protocol�

Joon Goo Lee, Seok Joong Hwang, and Seon Wook Kim

Compiler and Advanced Computer Systems Laboratory
School of Electrical Engineering
Korea University, Seoul, Korea

{nextia9,nzthing,seon}@korea.ac.kr

Abstract. Recently RFID systems have become a very attractive so-
lution for a supply chain and distribution industry to trace a position
or delivery status of goods. RFID has many advantages over barcode
and vision recognition systems, but there are still many problems to be
solved. One of the important issues is channel efficiency. To get higher
efficiency, a reader uses an anti-collision algorithm. In this paper, we
characterize a set of anti-collision algorithms based on a framed slot-
ted ALOHA protocol when using EPC-C1 Gen2 protocol with different
frame sizes. Additionally, we propose a simple and effective algorithm
which called DDFSA. The proposed algorithm outperformed a conven-
tional Dynamic Framed Slotted ALOHA with a threshold method by
14.6% on average. We also explain why Gen2 has a good channel effi-
ciency in bad environment.

1 Introduction

Nowadays RFID (Radio Frequency IDentification) has become a very popular
solution for an automatic recognition in a supply chain and a distribution in-
dustry as an alternative to bar-code and vision recognition systems. This RFID
system exercises its influence over mobile and telematics services because of its
advantages of contact-less recognition of tags, ease of maintenance and extend-
ability over Internet services. However, there are still many problems such as
slow standardization, radio regulation, and security issues. One of the obstacles
in RFID is a low efficiency of tag identification in terms of recognition speed and
channel efficiency.

To resolve a tag collision in passive RFID systems, there are two types of
anti-collision protocols based on time division multiple access (TDMA). One
is ALOHA and the other is Binary Tree scheme. The original ALOHA is the
simplest probabilistic method, but it is inefficient. For this reason, RFID systems,
such as Type A of ISO18000-6 [1], i-Code [8], and EPC Class-1 Generation2 [4]
use dynamic framed slotted ALOHA [7]. The Binary Tree scheme, a deterministic
method of anti-collision, has many varieties such as Bit-by-Bit in EPC Class-0 [2]
and Bin slot in EPC Class-1 [3] for fast identification rate.
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Amongst the protocols, Gen2 protocol has been widely accepted by all over
the world very quickly due to high quality information flow— Gen2 became an
ISO standard in 2006, and ISO/IEC named it ISO 18000-6 Type C. In general,
RFID systems using DFSA (Dynamic Framed Slotted ALOHA) has a limited
maximum frame size and varies a frame size using a power of two. If there are
over 1000 tags to recognize and a protocol does not support enough frame size,
like in case of Type A of ISO18000-6 and i-Code (both can vary between 1 and
256 frame size), the reader can hardly read tags’ identification codes. However
there is no necessity to solve this problem by adding an additional algorithm for
the Gen2 protocol since it provides enough maximum frame size of 32768.

When we implement an RFID reader using DFSA anti-collision, it is very
important to select an appropriate frame size for good performance. Even if we
can improve speed of tag recognition by increasing transmission rate of a reader
or a tag, there is a strict radio regulation allowed in each nation. With keeping
this regulation, we should reduce tag collisions by choosing the best frame size
for increasing channel efficiency.

Gen2 has a time constraint. A reader should fire one of Query series com-
mands before T2 time expired [4]. Consequently, a reader need to avoid complex
algorithms and calculations to get the next frame size because of this constraint.
Our algorithm, Dual-threshold DFSA, uses two-level thresholds, which allows to
get the better frame size in a simple manner.

We implemented an emulator according to the Gen2 protocol and simu-
lated some anti-collision algorithms that are based on DFSA. We applied Fixed
Framed Slotted ALOHA, DFSA using a threshold method, DFSA using an in-
crease method, and our own proposed DFSA using a dual threshold method
algorithm. The proposed algorithm is simple, but showed the best performance
in terms of channel efficiency. In addition, we analyzed the effect of receiver
performance with the emulator since passive RFID systems often face bad envi-
ronment because of poor tag performance.

The paper consists of the followings: In Section 2, we briefly review the fea-
ture of Gen2 protocol, and in Section 3 we present Algorithms based on Framed
Slotted ALOHA for Gen2 and their performance. We introduce the Dual thresh-
old Dynamic Framed Slotted ALOHA algorithm in Section 4 and the detail
effect of receiver performance in Section 5. And finally the conclusion is made
in Section 6.

2 EPC Class-1 Generation2

This protocol uses UHF (Ultra High Frequency), supports multi-reader environ-
ment with a session concept, and provides various Reader-to-Tag and Tag-to-
Reader data rates using RTcal and TRcal calibration values. In this protocol, a
tag communicates with a reader using backscatter modulation. A reader trans-
mits data using PIE (Pulse Interval Encoding) and a tag encodes the backscat-
tered data as either FM0 or Miller modulation of a subcarrier at the data rate
while tag replying. A Gen2 tag has four kinds of memory banks including EPC
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Fig. 1. State transition diagram for Gen2 protocol [4]

code. A tag and a reader can also detect error by using CRC5 or CRC16. A
reader can use DSB-ASK, SSB-ASK or PR-ASK modulation for Reader-to-Tag
RF envelope. Fig 1 shows the partial part of state transition diagram of Gen2.
In the Gen2 protocol, a tag has 7 states (Ready, Arbitrate, Reply, Acknowledged,
Open, Secured, and Killed) and an interrogator manages tag populations using
three kinds of basic operations (Select, Inventory and Access). For tag inventory,
we need to consider four states between Ready and Acknowledged and five kinds
of reader commands (Query series, ACK, and NAK). By using the state transition,
we can guess the tag’s state and choose the proper next command.

3 Algorithms Based on Framed Slotted ALOHA

Framed Slotted ALOHA (FSA) is an evolved version of ALOHA for getting
better performance. It consists of number of slots, a frame and a read cycle. A
time slot is a time interval that tags transmit their reply, and a frame is a time
interval between requests of a reader and consists of a number of slots. A read
cycle is tag identifying process which comprises of a frame. Once frame size is
fixed, frame size number of slots are prepared. In Gen2, this frame size can be
defined as Q. If a reader commands Query with Q = 4, for example, the number
of slots becomes 24 = 16. Tags shall implement a 15-bit slot counter. Upon
receiving a Query or a QueryAdjust command a tag shall select a value between
0 and 2Q−1. This value becomes the time slot and tag transmits its reply RN16
which means 16-bit random number in its time slot only. In the reading zone of
a reader, if there are many tags to recognize, a collision ratio will increase. If
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Supply power to tags
end_cond_c = 0, end_cond_v = 0, end_inventory = FALSE, limit = 5
Send Select /*Select all tags in session_n, inventoried_flag -> A*/
Send Query /*Query with session_n and initial_Q(0~15)
DO
calculate num_of_slots from Q, slot_cnt = 0
DO

Receive response of Query /* response is RN16 */
IF no_error
limit_cnt = 0
DO

limit_cnt = limit_cnt + 1
Send ACK /*Ack with received RN16 */
Receive response of ACK /*response is PC + EPC + CRC16 */

UNTIL no_error .OR. (limit_cnt .EQ. limit)/*prevent infinite loop*/
ELSE IF collision .OR. crc_error
end_cond_c = end_cond_c + 1
IF end_cond_c .EQ. slot_cnt

end_inventory = TRUE break; ENDIF
ELSE /*no response*/
end_cond_v = end_cond_v + 1
IF end_cond_v .EQ. slot_cnt

end_inventory = TRUE break; ENDIF
ENDIF
IF slot_cnt .EQ. num_of_slots
Send QueryRep /*QueryRep with session_n*/

ELSE /*end of round*/
Send QueryAdjust /*QueryAdjust with session_n and Q*/

ENDIF
slot_cnt = slot_cnt + 1

UNTIL slot_cnt .GT. num_of_slots
UNTIL end_inventory .EQ. TRUE

Fig. 2. Applied FFSA algorithm on Gen2

there are few tags, empty slots increase and the collision ratio becomes lower.
Using these response patterns, we can adapt to get an optimal Q value in Gen2.

In this section, we describe the existing FSA anti-collision algorithms and
adapt each algorithm to Gen2, and we also briefly discuss of each performance
result based on simulator results.

3.1 Fixed Framed Slotted ALOHA (FFSA) Algorithm

FFSA, what we called Basic Framed Slotted ALOHA, uses a fixed frame size
and does not change the frame size during a tag identification process. This can
be the simplest algorithm of DFSA. You can find the algorithm for FFSA on
Gen2 at Fig 2. Theoretically, we can achieve maximum throughput of 36.8% [6],
but when we using FFSA it is hard to obtain that throughput.

In the simulation results, if we choose proper Q value we can get relatively
high channel efficiency around 22%∼50%, especially when only a few tags is in
the reading zone of the specific reader. However, when we chose only one level
lower Q, the efficiency dramatically degraded. Similarly when we chose bigger
Q than the effective Q, the efficiency degraded gradually. Also while we increase
the number of tags, maximum throughput degraded to 22%. The reason is that if
there are N tags in the reading zone of the specific reader, at first we can identify
tags’ EPC code well when we select the good Q gives the best efficiency, but
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even though we select it, after some read cycles the void reply ratio increased in
compliance with the increase of inventoried tags. At result, we can not get higher
performance than 22% if there are many tags. We simulated FFSA algorithm
up to 4096 tags and observed that the maximum efficiency becomes stable to
around 22% from over 1000 tags.

3.2 Dynamic Framed Slotted ALOHA Algorithm Using a Threshold
Method

The concept of DFSA algorithm using a threshold method is that if there are
too many tags in a reading zone, a collision ratio will increase, and in the reverse
situation a void ratio will increase. From this pattern, we can decide thresholds
to adjust the frame size. If we can find a good threshold, we can improve channel
efficiency by issuing Query/QueryAdjust command with a proper Q value which
gives better performance. We provide the algorithm of DFSA-t on Gen2 at Fig 3.
When we simulated DFSA-t, we increased the frame size if the collision ratio
over 75% and decreased the frame size if the void ratio greater than 30%.

From the simulated results, we could know that the maximum efficiency that
can be obtained at when an initial frame size was near the number of unread
tags. As the tag number increased, the maximum efficiency also increased near
the theoretical best efficiency. When we varied an initial frame size from 1 to
215 at the same number of tags, the efficiency started around 25.8%∼29.0%,
continually increased until the initial frame size approached the same value as
an initial number of unread tags. After exceeding the optimal frame size, the
performance degraded rapidly. If we use a large frame size as an initial frame
size, it will degrade the performance when we identify small number of tags
severely. If we choose a small frame size, for example 2 or 4, we can not get the
best performance. However, if we do, we will get the sufficient performance at
least 25.4% at almost cases.

3.3 Dynamic Framed Slotted ALOHA Algorithm Using a Increase
Method

DFSA using a increase method, we called simply DFSA-i, is also simple algorithm
to implement. It starts a read cycle with a small initial frame size which is either
two or four. If no tag was identified during the previous read cycle, it simply
increases the frame size and starts the next read cycle. It repeats this until at
least one tag is inventoried. If a single tag was inventoried it stops the current
read cycle immediately and starts another read cycle with the initial frame size.
This algorithm can be found at Fig 4.

It shows very good performance result in terms of the channel efficiency when
unread tag number is relative small. If we choose a larger initial frame size, we can
get better efficiency than when we use a small one at a dense-tag environment.
But the maximum efficiency was not good when we applied this algorithm at an
dense-tag environment. We could only get 21.6% at 64 tags and 18.2% at 256
tags. As the number of tags increase, the maximum efficiency fall dramatically
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Supply power to tags
end_cond_v = 0, end_inventory = FALSE, limit = 5 /*sample limit number*/
Ns = 0, Nv = 0, Nc = 0 /*Ns, Nv and Nc means number of success, void, */

/*and collision respectively */
Send Select /*Select all tags in session_n, inventoried_flag -> A */
Send Query /*Query with session_n and initial_Q(0~15) */
DO
calculate num_of_slots from Q, slot_cnt = 0
DO

Receive response of Query /* response is RN16 */
IF no_error
Ns = Ns + 1
limit_cnt = 0
DO

limit_cnt = limit_cnt + 1
Send ACK /*Ack with received RN16 */
Receive response of ACK /*response is PC + EPC + CRC16 */

UNTIL no_error .OR. (limit_cnt .EQ. limit)/*prevent infinite loop*/
ELSE IF collision .OR. crc_error
Nc = Nc + 1

ELSE /*no response*/
Nv = Nv + 1
IF Q .EQ. 0

end_cond_v = end_cond_v + 1
IF end_cond_v .EQ. slot_cnt
end_inventory = TRUE break; ENDIF

ENDIF
ENDIF

slot_cnt = slot_cnt + 1
IF slot_cnt .NE. num_of_slots
Send QueryRep /*QueryRep with session_n*/

ELSE /*end of round*/
Up_threshold = Nc / (Ns + Nv + Nc)
Dn_threshold = Nv / (Ns + Nv + Nc)
IF Up_threshold .GT. Up_Threshold /*Up_Threshold to enlarge*/

UpDn = 110b
IF Q .LT. 15 Q = Q + 1 ENDIF

ELSE IF Dn_threshold .GT. Dn_Threshold /*Dn_Threshold to shrink*/
UpDn = 011b
IF Q .GT. 0 Q = Q - 1 ENDIF

ELSE
UnDn = 000b

ENDIF
Send QueryAdjust /*QueryAdjust with session_n and UpDn*/

ENDIF
UNTIL slot_cnt .EQ. num_of_slots
Ns = 0, Nv = 0, Nc = 0

UNTIL end_inventory .EQ. TRUE

Fig. 3. Applied DFSA algorithm using the threshold method on Gen2

nevertheless we chose the best initial frame size. But when a tag density was not
high, below 16 tags, it showed better performance than FFSA and DFSA-t such
as 17.1%∼66.7% at Q=0, 20.2%∼40.1% at Q=1, 21.8%∼32.2% at Q=2.

3.4 Advanced Framed Slotted ALOHA Algorithm

AFSA algorithm estimates the number of tags to read and determines a proper
frame size for the estimated number of tags by using a kind of estimation
function [5,6]. In the AFSA algorithm, it was assumed that the tags that already
been read respond during other read cycle. In Gen2, once a reader identified a
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Supply power to tags
end_cond_v = 0, end_inventory = FALSE, limit = 5 /*example limit value*/
Ns = 0, Nv = 0, Nc = 0 /*Ns, Nv and Nc means number of success, void, */

/*and collision respectively*/
Send Select /*Select all tags in session_n, inventoried_flag -> A */
Send Query /*Query with session_n and initial_Q(0~15) */
DO
calculate num_of_slots from Q, slot_cnt = 0
DO

Receive response of Query /* response is RN16 */
IF no_error
Ns = Ns + 1
limit_cnt = 0
DO

limit_cnt = limit_cnt + 1
Send ACK /*Ack with received RN16 */
Receive response of ACK /*response is PC + EPC + CRC16 */

UNTIL no_error .OR. (limit_cnt .EQ. limit)/*prevent infinite loop*/
ELSE IF collision .OR. crc_error
Nc = Nc + 1

ELSE /*no response*/
Nv = Nv + 1
end_cond_v = end_cond_v + 1
IF end_cond_v .EQ. slot_cnt

end_inventory = TRUE ENDIF
ENDIF

IF Ns .EQ. 1
Q = initial_Q
Send Query /*Query with session_n, Target = A, and Q */
break;

ELSE
IF slot_cnt .NE. num_of_slots

Send QueryRep /*QueryRep with session_n*/
ELSE /*end of round*/

UnDn = 110b /*Doubles frame size */
IF Q .LT. 15

Q = Q + 1
ENDIF
QueryAdjust /*QueryAdjust with session_n and Q*/

ENDIF
ENDIF

slot_cnt = slot_cnt + 1
UNTIL slot_cnt .EQ. num_of_slots
Ns = 0, Nv = 0, Nc = 0

UNTIL end_inventory .EQ. TRUE

Fig. 4. Applied DFSA algorithm using the increase method on Gen2

single tag, this tag does not respond by inverting the inventoried flag [4]. It
means this method can not be applied to the Gen2 protocol. Even though we
can activate the tag that already been read using the Select command to do
this, an overhead is very huge. We did not implement this algorithm because of
these reasons.

4 Proposed Dual Threshold Dynamic Framed Slotted
ALOHA (DDFSA) Algorithm

We thought that if there are lots of collisions, why doesn’t a reader increase a
frame size to four times not only two times? We applied this idea to DFSA-t,
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Supply power to tags
end_cond_v = 0, end_inventory = FALSE, limit = 5 /*sample limit number*/
Ns = 0, Nv = 0, Nc = 0 /*Ns, Nv and Nc means number of success, void, */

/*and collision respectively */
Send Select /*Select all tags in session_n, inventoried_flag -> A */
Send Query /*Query with session_n and initial_Q(0~15)
DO
calculate num_of_slots from Q, slot_cnt = 0
DO

Receive response of Query /* response is RN16 */
IF no_error
Ns = Ns + 1
limit_cnt = 0
DO

limit_cnt = limit_cnt + 1
Send ACK /*Ack with received RN16 */
Receive response of ACK /*response is PC + EPC + CRC16 */

UNTIL no_error .OR. (limit_cnt .EQ. limit)/*prevent infinite loop*/
ELSE IF collision .OR. crc_error
Nc = Nc + 1

ELSE /*no response*/
Nv = Nv + 1
IF Q .EQ. 0

end_cond_v = end_cond_v + 1
IF end_cond_v .EQ. slot_cnt
end_inventory = TRUE break; ENDIF

ENDIF
ENDIF

slot_cnt = slot_cnt + 1
IF slot_cnt .NE. num_of_slots
Send QueryRep /*QueryRep with session_n*/

ELSE /*end of round*/
Up_threshold = Nc / (Ns + Nv + Nc)
Dn_threshold = Nv / (Ns + Nv + Nc)
IF Up_threshold .GT. Up_Threshold_q /*Threshold for quadruple*/

IF Q .LT. 14 Q = Q + 2
ELSE IF Q .LS. 15 Q = Q + 1
ENDIF
Send Query /*Query with session_n, Target = A, and Q*/

ELSE IF Up_threshold .GT. Up_Threshold_d /*Threshold for double*/
UpDn = 110b
IF Q .LT. 15 Q = Q + 1 ENDIF

ELSE IF Dn_Threshold .GT. Dn_Threshold_q /*Threshold for quarter*/
IF Q .GT. 1 Q = Q - 2
ELSE IF Q .GT. 0 Q = Q - 1
ENDIF
Send Query /*Query with session_n, Target = A, and Q*/

ELSE IF Dn_Threshold .GT. Dn_Threshold_h /*Threshold for half*/
UnDn = 011b
IF Q .GT. 0 Q = Q - 1 ENDIF

ELSE
UpDn = 000b

ENDIF

Send QueryAdjust /*QueryAdjust with session_n and UpDn*/
ENDIF

UNTIL slot_cnt .EQ. num_of_slots
Ns = 0, Nv = 0, Nc = 0

UNTIL end_inventory .EQ. TRUE

Fig. 5. Applied DDFSA algorithm on Gen2

and we could get better channel efficiency. The channel efficiency of DDFSA
when Q is 0, 1, and 2 and other simulation results are shown in Fig 6 and the
pseudo code of DDFSA algorithm is in Fig 5.
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Fig. 6. Simulated channel efficiencies while tags increasing

The important thing is even if the number of tags increase the efficiency
hold the value over 30%. Our algorithm is very simple but it outperformed
a conventional DFSA algorithm using one level threshold which has the 75%
upper threshold and the 35% lower threshold by 14.6% on average. We simulated
DDFSA algorithm using the upper thresholds as 75% and 95% of the collision
ratio, and the lower thresholds as 50% and 30% of the void ratio. It means a
reader double the frame size if the collision ratio over 75% and quadruple it if
the collision ratio over 95%. In case of the void ratio, if the void ratio over 30%
we decrease the frame size to half, if the void ratio greater than 50% decrease it
to one quarter.

5 Performance Analysis

In general, an RFID reader should have a robust receiver since tags have poor
performance. In case of Gen2, a return frequency of a tag can vary ±4% to ±22%.
If a reader has a humble receiver this variation gives negative influence to esti-
mate responded data bits. For example, the receiver may misjudge a successful
reply as a collide reply. A receiver performance is affected by many parameters
such as the SNR (Signal Noise Ratio) of antenna, the gain of LNA (Low Noise
Amplifier), filter performance, and so on. It is very hard to simulate with these
all considerations. In this situation, we just consider BER (Bit Error Rate) as
a receiver performance parameter. We applied this parameter to the tag trans-
mitter, which can send wrong bits randomly according to the given BER.
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We simulated DFSA-t with the initial frame size of two at BER of 1% and
0.5%. The result was that overall performance was degraded to 89.2∼95.5% at
0.5% BER and to 67.8∼91.5% at 1% BER, and the loss rate of tags was 10%
at BER = 1% and 1% at BER = 0.5%. These overall performance degradation
became stable rapidly when there are many tags to recognize. Note that if a
reader is in a bad environment, it increases a collision ratio and drops overall
performance. After a reader sent an ACK command, we could not accept a reply
packet because of bit error. The reply of ACK was 12 bytes, and a tag sent this
packet using FM0. At result, total length of the reply was 204 bits including a
short preamble. If the BER is high, the reply of ACK has many error bits statisti-
cally, and this makes a reader can not detect the reply. Consequently, we should
prevent infinite looping to detect the successful reply of ACK. Contrastively, when
a reader scans slots of a frame, a tag reply only 16-bit random number. Includ-
ing short preamble, this packet size is only 40 bits. So even if we face a bad
environment, channel efficiency is not degraded so much. It means that we can
apply anti-collision algorithms without regard to BER if a receiver guarantees
the minimum performance in Gen2.

6 Conclusion

In this paper, we presented existing algorithms based on FSA, and applied these
algorithms to Gen2 protocol. We could also find the performance characteristics
of each algorithm from simulated data. We proposed DDFSA algorithm, which
is extend version of DFSA-t, and showed that DDFSA has the best channel
efficiency in most cases than the others. We could not find algorithm gives the
optimal efficiency with low complexity of implementation. However we can get
better system performance than other algorithms using very simple idea. This
algorithm outperformed DFSA-t by 14.6% on average (65.7% on max) in the
simulation result.
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Abstract. Ad hoc networks are usually thought to be self-operating.
Especially, they are not expected to need much management. This is not
quite true: while the management system can be light, all networks need
a management system if they are to stay operational for some time. This
paper describes a network management solution to a military ad hoc
network, but similar approaches could be applied also in non-military
networks for distributing wireless services.

Keywords: policy based management, ad hoc networks, context-aware.

1 Introduction

Ad hoc networks are wireless networks where all network nodes are capable of
forwarding data instead of using a central base station through which all data
passes. Ad hoc networks use some form of auto-configuration so that network
nodes can enter and leave the network without manually configuring network
elements. Usually ad hoc networks are also dynamic. An ad hoc network with a
connection to a fixed network is called a semi ad hoc network.

There are several potential applications of military ad hoc networks. Air force
networks between airplanes and the ground station and navy networks between
ships and base stations can gain from semi ad hoc operation mode. Ad hoc sen-
sor networks are a much researched area, e.g. for replacement of infantry mines,
active self-protection systems and surveillance. There is much research work on
the army tactical ad hoc networks in several countries, the most famous being
the USAs JTRS program [6]. Some militaries make a difference between the
army tactical networks and wireless networks for brigade level headquarters and
command posts. The management solution presented in this paper is basically in-
tended for ad hoc type brigade headquarter networks, but with some reservation
the concept may also be suitable to tactical ad hoc networks. The requirements
for military ad hoc networks vary very much depending on the application. The
IETF MANET working group is assuming battery powered devices in a very
large and a very dynamic ad hoc network. These assumptions apply to the army
tactical ad hoc network provided that no tactical core network is used. In most
of the other applications either the energy constraint is not very critical and/or
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network is neither very large, nor very dynamic. The military ad hoc network
for which this management solution is developed is neither energy-constrained,
nor very large and the level of dynamicity is medium.

There exist rather few ad hoc management solutions. One ad hoc network
management protocol ANMP is described in [4]. It is based on the management
paradigm of CMISE and SNMP v3. Also the management solution Guerilla Man-
agement Architecture in [10] is based on SNMP. The manager-agent paradigm
and Managed Information Base (MIB) approach are today often considered in-
sufficient, especially since MIB does not include management of software config-
urations in the context of software updates and it does not allow easy addition
of new actions, i.e., new procedures that can be called by the manager. Pol-
icy based network management (PBNM) protocols are better in this respect,
since it is possible to distribute new policies from the policy database. However,
in PBNM usually all nodes in the network follow the same policies. PBNM,
joined with the other paradigm WBEM/CIM (Common Information Model) of
the Distributed Management Task Force (DMTF) is a popular way for making
management of autonomic systems, a typical example being PMAC [1]. CIM is
too heavy for small ad hoc networks considered in this paper. One policy based
network management approach for ad hoc networks called CAM (Context-Aware
Management) was proposed in [3], but the RFC draft of CAM has already ex-
pired. Context-aware applications, services and management is a popular trend
in mobile networks, e.g. [5] and [9]. Configuration management in the sense of
adding new software is an active area in mobile networks [12], but not yet in
ad hoc networks. In military ad hoc networks much attention has been paid to
QoS management and ideas such as Service Level Agreements (SLA) have been
proposed [11]. The setting in these developments seems to be an operationally
difficult goal: obtaining radio bandwidth for supporting network-centric warfare
in a situation where bandwidth is a limiting factor. In the brigade headquar-
ter ad hoc network bandwidth is sufficient and sufficient service quality can be
provisioned without SLAs. There is also much research on using policy-based
approaches for alleviating problems caused by misbehaving nodes [2]. In the
network studied in this paper, misbehaving nodes are not of major concern. The
concept of mobile services does not apply easily to the intended military net-
work: the services are either (group) voice and messaging services which do not
need service mobility, or graphical database applications for group work, which
contain lots of data and are more easily replicated than made mobile.

The use of ad hoc nodes in a brigade headquarter is rather similar to typical
LAN usage. In office LANs there usually is an assigned person managing the
network. The management tasks include the following. The users must be given
access rights and addresses. There is firewall and antiviral software, which have
settings and updates and thus must be managed. The users have email and
access to some www-servers, and consequently can obtain malicious software.
This means that fast updates to software are required. Network usage may be
monitored and in some environments the manager has full remote management
possibilities to all network nodes. Granting remote access is a too high security
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risk in the brigade headquarter network. Nodes have classified material and
the managing person does not necessarily have the rights to access it. We can
only grant limited access by using a management interface. Addressing is not
assumed to require fast responses from management since the nodes will obtain
temporary addresses by a self-configuration mechanism. Still, assigning home
addresses and user rights is needed. It seems that the most relevant situations
in office usage requiring faster responses than can be made by the management
interface are software updates to mitigate attacks by malicious software and
changing frequencies in a case of a jamming attack. Although the ad hoc network
of the brigade headquarter is usually connected to a fixed network, we cannot
always rely on a management centre situated in the fixed network. The network
administrator should be able to reconfigure one of the ad hoc nodes to act as a
replacement of the management centre.

2 Management System Overview

The management solution presented in this paper allows the ad hoc network to
be managed from any node of the network. Every node supports a management
interface from which the network administrator can do a small but sufficient set
of management operations. The management module is a software module which
logically has access to some operations of the management interface (MI), access
to a set of policies and a protocol, by which it communicates with the man-
agement modules of other nodes. Instead of the operations of the management
interface, the management module may use directly the same scripts which the
MI evokes. Reading or assigning a parameter value from/to a network card or
some other device is easiest done by running a command script. In this solution
all management operations have corresponding command scripts (reading scripts
and setting scripts) and the task of both the management interface and the man-
agement module is to run the scripts with suitable input parameters. Most of the
complexity and all network/task specific issues are implemented in the scripts
and the management solution can be simple and generic. The structure of the
management module is presented in Figure 1.

The engine action is started by a timer trigger (like cron in Unix), by a sensor
or by an input from the communication protocols of the distributed manager.
The sensor concept here means an element receiving any input from an envi-
ronment outside the distributed manager protocol. Sensors in Figure 1 do not
usually mean sensing some analogue parameters (geographic position, temper-
ature, time, humidity and so on), but more usually mean sensing some data in
incoming connections. Naturally, sensors could be sensing analogue data as well
if such hardware is available. Timing and power levels of incoming signals are
useful analogue parameters to be sensed e.g. for location finding and transmission
power control.

The engine controls that policy rules are followed. Each policy rule contains
a condition and a setting script. Evaluating a condition requires reading config-
uration files and running reading scripts. If a condition is true, the engine runs
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Fig. 1. Distributed management module structure

a setting script. A reading or setting script can run other reading and setting
scripts, and it is possible to combine several read or set operations in one script
if needed. The vote protocol is a protocol, where the nodes take part into a vote
and agree to run some rules. Rules can be changed by the rule exchange proto-
col, but the decision of the change has to be made by the only node that has
the rights to decide about the changes. As the vote protocol used for changing
some common settings may be slow in some situations, the command protocol
is used for fast changes, enforcing on the other nodes the change of rules. The
command protocol additionally commands the engine to run a policy rule. The
management interface (MI) uses the same reading and setting scripts but it does
not use policies.

3 Services of the Management Interface (MI)

The services provided through the MI for the brigade headquarter network are
listed below following the ISO division of managed areas into FCAPS.

The typical image of an ad hoc network is that the devices work perfectly
or are replaced by new ones. In the military application replacements are not
necessarily available and the management system must be capable of monitoring
the state of the network nodes and receiving alarms from devices. The essential
services are:

* Alarms of selected events, and
* Retrieval of the state of selected parameters.

Traditionally configuration management has been needed for configuring network
devices. In an ad hoc network auto-configuration is used as much as possible.
There is, however, still need for configuration management. Installing new soft-
ware updates for provision of new services or for security patches is one of the
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main reasons why configuration management is still needed, and the manager
sometimes needs to look at the settings. There is also a very specific need for file
transfer in the army tactical networks: digital combat net radios have a number
of configurable parameters, such as the frequency band, jump sequences for the
selected spread spectrum solution, keys for security, power levels for the signals,
modulation alternatives and so on. These settings are assigned by a communi-
cations officer and they are typically distributed offline, but it is too slow. The
designed management system allows fast and secure transfer of files suitable
for this management task. The following configuration management services are
necessary:

* Installation of software modules,
* Retrieval of the state and setting values to configuration parameters,
* File transfer for software modules and external configuration files.

A traditional task of configuration management is to present the view of the
managed network to the network administrator. In an ad hoc network this task
would require polling the nodes and as some nodes are not always reachable,
this would require constant monitoring. We have decided to leave this task to
the applications. The main application in the intended usage is Command and
Control (C2) application, which keeps track of active parties. This choice also
means that the management solution does not generate much traffic.

Services for user account management are:

* Add/remove user entry. Adding a new user requires among other things
provisioning him with private keys, a certificate issued by a Certification
Authority (CA), and public keys of the CA. The user profile is created and
stored at a database. When the user is removed from the database all the
issued data is purged.

* Create and maintain user groups. User profiles and rights are updated
accordingly.

The performance management services are optional, they comprise of:

* Assigning a proper QoS policy for nodes resources. In ad hoc networks some
of the network resources may be provided by the users’ terminals. In some
cases the decision how much resources nodes provide to network functions
and how much for their own usage should also belong to the management
of network performance.

* Event reporting and alarm - to notify e.g. when the throughput is
unsatisfactory, if any node has reached the maximum capacity and
cannot service future requests, or when some performance thresholds have
been surpassed.

The security management services are:

* Key management. The keys’ generation and distribution to all the parties
are provided, and the keys are stored in trusted repositories.
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* Certificates issuing. In order to provide key management, certificate issuing
authority has to be nominated. Taking into account the considerably small
size of the network, the task can be assigned to the network manager.

* Maintenance of different security levels ranging from unclassified to the
highest supported classification.

* Inspection of security logs - to protect the managed objects and prevent
security breaches, maintenance of security logs is provided. The number of
connections and disconnection to each node, information on types of
management operations performed on the node, or statistics related to the
usage of the node are stored. The logs are available for investigation by the
administrator.

* Routing control is optional. It is for providing relay mechanisms to avoid
specific networks or data communications link for purposes of security.
Possibility for controlled switching of different routing protocols would also
increase the security of the network.

* Handling security alarms. In case of security services violations e.g.
unauthorized access attempt, security alarms are issued. However,
sometimes security alarms may reveal too much information for an
unauthorized listener. For that reason support of an adjustable alarm level
that can be changed by the network administrator is necessary.

4 Protocols

The management module contains three protocols, which are shortly described
below.

Vote Protocol. The vote protocol is an agreeing protocol where the nodes end
up with common settings through a vote. Each node wishing to take part in a
vote sends its common input parameters. These messages are flooded through the
network, so every connected node gets them. Each node calculates an average
value of each common input parameter using a parameter specific algorithm.
Each node applies the same rule and as the input parameters are the same, each
node makes the same decision which setting script to run. The script makes the
same settings in all nodes. There are two special mechanisms: tunnelling and
veto: If the network nodes decide on some parameter setting which would imply
running a script which the node cannot or does not want to run, the node can
establish a point to point connection with a nearby node so that all traffic is
echoed through the node. A node can send a veto to a vote. If a given threshold
number of vetoes are received, a vote is cancelled. This stops the network from
selecting settings which are unacceptable to a too large number of nodes. Vote
is an automatic protocol and does not need any user interaction.

Command Protocol. The vote protocol is slow and the command protocol
is necessary for fast changes of settings. Any node can issue a command for
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moving to new common input parameter settings. Command is issued manually
through the user interface. When a command is received, it optionally results in
a prompt through the user interface. Before a command is accepted, the user on
the targeted node may have to confirm it. This user interaction helps to avoid
opposite commands which would be a result of issuing commands automati-
cally. The command is a very simple protocol: the administrator orders running
of a script.

Rule Exchange Protocol. Rules are not changed in the vote or command
protocols. New rules must be occasionally added and old rules removed. For this
reason the rule exchange protocol is necessary. It consists of three services: add-
rule, disable-rule and enable-rule. All services require confirmation. The XML
defined PDUs are mapped directly to SOAP/HTTP. The name of the service
is given in SOAP ENVELOPE and sent in HTTP POST. The HTTP POST
triggers a reply. Standard codes of HTTP POST reply can be used. XML/SOAP
is verbose since all element and attribute names are typically encoded in plain
text but SOAP allows also other encoding rules to be used. SOAP ENVELOPE
contains the attribute and a name space. These two attributes are mandatory
in a SOAP request, but as they unnecessary consume bandwidth, it is better
to omit these attributes on the transmission and use default values. The SOAP
specifications do not contain default values, but this is a small violation to the
specification. More efficient coding of the XML documents is being studied. The
mobile industry is moving towards the XML based SyncML Device Management
mainly for management of software configurations in mobile phones [12]. SyncML
uses a binary encoding of WAP Binary XML and this can be a quite efficient
way to code the PDUs.

Assigning a Communication Mode. A network can be commanded into
different modes. Five modes of communication have been defined in the man-
agement solution: Low-threat mode, Radio silence mode, Detection avoidance
mode, Jamming tolerance mode and Deception mode. The low-threat mode, the
detection avoidance mode and the jamming tolerance mode refer to different
choices of signal strength, use of error correction codes and on the needed band-
width. The radio silence mode is a mode where no communication is allowed
in the network for a time spell starting from START RADIO SILENCE until
STOP RADIO SILENCE. Deception mode means a scenario where nodes send
traffic which is meant to deceive an enemy who is listening transmissions. Decep-
tion is always an operation ordered by a high level commander. Capability for
deception means ability to generate traffic typical to some operation. This can
be made by traffic generators. A command to move to a communication mode
is ordered by an authorized commander using the command protocol or by an
offline method. All nodes in the network set their policies to correspond to the
communication mode. A communication mode command gives the network, the
start time and the end time for the mode.
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5 Implementation Overview

Since the goal was fast prototyping of the management solution NodeBrain soft-
ware node was selected for basis of implementation. It is not necessarily the tool
used in the final implementation. The NodeBrain program is an interpreter of
a declarative rule-based language designed for construction of state and event
monitoring applications. The software provides: rule engine, rule language and
interpreter; message queue system (practical when nodes are out of network
temporarily); authenticated and encrypted peer-to-peer communication (for re-
mote management); API for external modules; remote command execution and
file transfers; and system monitoring support. Although the NodeBrain software
contained most of the required functionally, some features had to be added. One
of the additions was a GUI that needed to be created to ease the use of the MI.
The MI was designed with IPv6 in mind, while NodeBrain was implemented for
IPv4. Thus, support for IPv6 was among the additions. All parts using network
code were converted to IPv6 or being able to handle both IPv4 and IPv6. Some
deviations from the design were made, for instance, the specified XML PDUs
are replaced by NodeBrains own coding.

The implemented Management Interface offers an easy way to manage the ad
hoc nodes and their policies in the prototype. Depending on the credentials of
a user, the management can be done to all nodes, a group of nodes or a sin-
gle node. The GUI was made in C++ and the graphics were built using QT
Designer 3.3. Thus, running the management software requires the QT libraries.
To some extent management can also be done with the command line interface.
Supported actions in the GUI are: add and modify users (nodes); add and modify
groups and group members; setup event monitoring and alarms in nodes; trans-
fer files between nodes; logging of events; modify network parameters; change
routing protocols; change security options and assign security levels to users
(nodes); and automatic management by rules.

For example there is a monitoring case in a Linux node of the network. A
NodeBrain command script checks syslog file every 30 seconds to see if the
firewall has logged dropped packets in the file. The amount of dropped packets
(unauthorized IPv6 traffic) is counted. After every ten dropped packets an alarm
is sent to a group of nodes and when the amount of dropped packets increases
to 100 the syslog file is copied to administrator node for further inspections.
The log file is monitored by NodeBrain listener and interpreted with NodeBrain
translator.

The performance of the designed system must be seen against the alternative
solutions of the network manager physically accessing each node or some remote
control application being used. The inherent higher vulnerability of an ad hoc
network necessitates that the remote control system satisfies the requirements
of a good security model. All aspects of the security model were not described;
they include e.g. remotely sweeping the hard disc clean in case a node is aban-
doned. Additionally, the management application must interwork well with a
C2 application and take advantage of the C2 functionalities. In the performance
sense the designed solution can dispense with monitoring constantly the network
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Fig. 2. Signaling chart of sending a vote

status because the C2 contains functionalities for this purpose, for instance blue
force tracking systems that report changes of locations within some resolution.
Alternative management solutions are therefore not compared mainly by net-
work performance and quality of service issues but by functionality and security
issues. A few remarks on performance can be made. The network is relatively
small (max. 40 nodes) and has high bandwidth given by the MAC layers 802.11g
and 802.16 series. Signalling chart in Figure 2 gives some data on packet sizes
and supports the claim that if the number of hops is not high, manager initi-
ated management operations do not create performance problems. The number
of hops may be rather large, up to 30 in some cases. TCP is known to work
poorly with 802.11 and 802.16 MACs and may result in low bandwidth. This
issue can be helped by tuning TCP parameters and a better MAC is being de-
signed, but this question is outside the scope of the paper. The Vote protocol
may cause performance problems but it totally depends on the used scripts. The
usefulness of context-aware management is still a research issue. The presented
solution only enables context-aware operations and assumes that they have been
carefully investigated.

6 Conclusions

The management system presented in this paper is made for a small ad hoc net-
work of a brigade headquarter where bandwidth is sufficient, mobility is mod-
erate and energy constraints are not hard. In most research papers of mobile
ad hoc networks (MANETs) the assumptions are ambitious, but as [7] notices,
there are neither commercial, nor military MANETs filling these more limiting
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conditions of a very large, very dynamic, high bandwidth, secure and survivable
ad hoc network.

The management solution in Figure 1 and the services of the Management
Interface (MI) are rather traditional, furthermore, an existing tool, NodeBrain,
is used in the implementation. The research challenges are mainly in the selection
of a suitable trade-off of functionalities for the particular application. The design
choices are as follows:

* Full remote control was too insecure while the MI allows sufficient set of
management services. The protection provided by the MI and the
protocols is that of a well-designed wrapper: the management system
allows an arbitrary file to be uploaded, installed and executed, thus full
capability for misuse exists if an adversary can pass the protections of the
security model (not described in this paper), but the intruder cannot use
faults and needs much knowledge of the system.

* Network management usually monitors the network and because of this it
may create too much traffic. We removed this monitoring. The reasons are:
a C2 application gives the ability to see who is in the network; the network
must support four communication modes; and as an ad hoc network, the
topology is dynamic requiring too much polling for effective monitoring.

* We added the vote protocol enabling context-awareness. Initially CAM [3]
was expected to be the management solution and as it was not implemented,
the context-aware functionality of CAM was included to the design.

* We created a system where all complexity is hidden to scripts that can
be easily changed during the operation. This provides a buzzword proof
design. A military network for a conscript army cannot be changed every
two years to follow a new fashion. For instance, the application does not use
dynamic services, but should this be desired, suitable scripts and downloads
give this ability through management services.
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Abstract. This paper presents a multi-objective approach to Web space
partitioning, aimed to improve distributed crawling efficiency. The in-
vestigation is supported by the construction of two different weighted
graphs. The first is used to model the topological communication infras-
tructure between crawlers and Web servers and the second is used to
represent the amount of link connections between servers’ pages. The
values of the graph edges represent, respectively, computed RTTs and
pages links between nodes.

The two graphs are further combined, using a multi-objective parti-
tioning algorithm, to support Web space partitioning and load allocation
for an adaptable number of geographical distributed crawlers.

Partitioning strategies were evaluated by varying the number of parti-
tions (crawlers) to obtain merit figures for: i) download time, ii) exchange
time and iii) relocation time. Evaluation has showed that our partition-
ing schemes outperform traditional hostname hash based counterparts in
all evaluated metric, achieving on average 18% reduction for download
time, 78% reduction for exchange time and 46% reduction for relocation
time.

1 Introduction

The importance of Web search services is undeniable. Its effectiveness and util-
ity strongly depends on the efficiency and coverage of the underlying crawling
mechanisms.

Crawling a dynamic and evolving Web is a complex task which requires a large
amount of network bandwidth and processing power, thus suggesting crawling
distribution as a suitable approach to Web information retrieval.

The quality of a distributed crawling system is largely dependent on: 1)
the amount of computer nodes and storage capabilities to increase computing
and data processing power and 2) the existence of multiple network connection
points, to increase the total communication bandwidth and the dispersion of net-
work overload. The deployment of these systems can also take advantage of the
distributed infrastructure to obtain considerable gains when downloaded pages
are fed to the information retrieval modules for indexing.

The slicing of the target Web space and the assignment of each part to the
crawlers is a very well known partition problem, defined as it follows:
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For a given number of C distributed crawlers, residing in a pre-defined Web
graph Internet topology, compute the C partitions that minimize page download
time and crawler page exchange information, maintaining balance as possible.

Several different graphs may be obtained from the Web by using Internet com-
munication metrics, the number of links between pages and other relevant data.
When considering a significant period of time, graphs may evolve in conjunction
with changes in: the amount of Web sites, the number of pages and links to
pages and the Internet communication infrastructure, thus imposing a periodic
update of the older computed partitions.

The information generated by the partitioning process may be spread among
crawlers and used for routing the URLs. The routing process combines an IP
aggregation mechanism similar to the Classless Inter-Domain Routing (CIDR),
allowing a considerable reduction on the routing table’s size.

To estimate download and exchange times metrics both average Round Trip
Time (RTT) and bandwidth between each crawler and servers need to be com-
puted. The available bandwidth for each crawler is bounded in each of the mea-
surements of the RTT derived from real measures.

The total crawler download time is a function of the number of pages available
at each server and the RTT between crawlers and servers. The number of existent
links between servers is used to estimate the value for URLs exchange time,
between two crawlers in different partitions connected by Web links.

Presently, our results have been only compared with the traditional hostname
based hash assignment. Comparison with other authors’ approaches is envisaged
to future work.

2 Related Work

A taxonomy for crawl distribution has been presented by Cho and Molina [1].
They also proposed several partitioning strategies, evaluated using a set of de-
fined metrics. The work included guidelines on the implementation of parallel
crawler’s architecture, using hostname and URL hashing as the base partition-
ing technique. In what follows, we will use a hostname hash based partitioning
scheme to compare it with our own work results, discarding URL hash based
distribution schemes, because it generates a large number of inter-partition links.

In [2] a hostname based hash assignment function is used as well, focusing a
consistent hash mechanism.

The work in [3] proposes a redirection mechanism to allow a crawler to over-
come balancing problems using a URL hash function after the hostname hash
function is applied.

In [1] coordination is classified as: 1) independent, 2) static assignment and
3) dynamic assignment. Following this approach, the current proposal adopt
an hybrid coordination strategy that uses both static and dynamic assignment.
To accommodate Web evolution, dynamic assignment is reflected on the
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information collected in previous crawls where a central coordinator decides
the initial partitions. Static assignment is reflected between partitioning stages,
where each crawler decides on its own where to send the links found.

Another closely related research [4] presented a partitioning mechanism based
on a hierarchical structure derived from the URL components. Coordination uses
IBM TSpaces to provide a global communication infrastructure. In our work,
Web space partitioning results from the application of a specific partitioning
algorithm.

In a previous work [5], we evaluated a scalable distributed crawling supported
by the Web link structure and a geographical partitioning.

3 Partitioning Strategies

Traditional hostname hash based partitioning strategies are considered good
partitioning schemes, because they allow a crawler to extract all the URLs be-
longing to the same Web site thus reducing inter-partition communication. This
scheme although robust, mainly because it allows a light scalable and decentral-
ized URL routing mechanism, it does not take into account the real network and
link infrastructures, thus reducing the chances to crawling optimizations.

Distributed crawling is aimed to: i) reduce Web page download times, ii)
minimize the amount of exchanged information between partitions (crawlers);
and iii) balance Web space load among crawlers. In our approach we create a
simplified model of the Internet communication infrastructure and of the Web
topology based on the relevant data collected by a first crawling run. Because
there is no routing information available for the first URLs, a hash assignment
mechanism is used to reach a first partitioning stage.

Subsequent partitioning stages are based on the previous graph configurations
and partitions, thus preserving old graph values and updating only the new data,
to be able reduce the time to calculate the new partitions. In this paper, the
process of graph evolution is not described.

To optimize Web page download time, we use the communication distance
between Web servers and crawler clients, which is computed as the Round
Trip Times (RTT) between crawlers and servers, obtained by using a traceroute
tool. The parsing the downloaded pages allows to calculate the amount of links
pointing to pages allocated to other partitions, which will be used to compute
the exchange time.

For each Web server, to balance the page download work assigned to each
crawler, we also take into account the number of pages per server. Next, two
separate graph representations are created using RTT and Web link data.

The partitioning of multiple graphs, whose vertices are shared, may be viewed
as a single multi-objective graph with multi-edge weights. In what follows we
focus on the RTT and link graphs. The study and exploitation of other sort
of graphs, like geographic proximity and content awareness, are also under
investigation.
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3.1 Multi-level Partitioning

The graph partitioning problem aims to divide the vertices of a graph into a
number of roughly equal parts, such that the sum of the weights of the edges
is minimized between different parts. Given a graph G = (V, E) where |V | = n,
the partitioning of V into k subsets, V1, V2, . . . , Vk, is such that Vi∩Vj = ∅, ∀i�=j ,
|Vi| = n/k,

⋃
i Vi = V , and min

∑
j∈cut we

j , where cut is the set of edges of E
whose incident vertices belong to different subsets, and we

j is the weight of edge
j.

∑
j∈cut we

j is also known as the edge-cut.
Partitioning problems are considered NP-complete, and several algorithms

have been developed that find good partitions in reasonable time. Multilevel
partitioning addresses the partitioning problem by successive coarsening phases,
that transform the initial graph into smaller graphs.

Afterwards, a k-way partitioning algorithm is used to process the smaller
graphs and produce other partitions that will be back projected (uncoarsed) to
the initial graph. We use a k-way partitioning scheme adapted from the original
Kernighan-Lin algorithm (KL) [6] which is similar to that described in [7]. Basi-
cally, the KL algorithm starts with an initial partition that iterates to find a set
of vertices from each partition, such that moving that set to a different partition
would yield a lower edge-cut. Whenever it finds a set that meets the required con-
dition, the set is effectively moved to that partition and the algorithm restarts,
until no further reduction of the edge-cut is achieved.

We started using Metis [8], which is a suitable tool for graph partitioning,
however our approach imposes some particular constraints. First, we must en-
sure that each partition contains just one crawler. Second, the crawlers must be
constrained to a single? partition. Then, moving a crawler using KL algorithm
must be avoided. Finally, the initial phases of the coarsening process should ben-
efit of the existent Web topology, to favour optimization and take advantages of
the natural organization of the Web pages into Web hosts and IPs.

3.2 Multi-objective Partitioning

To achieve the multi-objective partitioning, we followed the procedure suggested
in [9] and named it the Multi-objective Combiner. First, each graph representing
each one of the objectives is partitioned separately. Afterwards, a third graph is
created by assigning weights to the edges computed using the sum of the original
weights normalized by the edge-cut of the associated objective.

Each normalized weight is affected by a preferential factor, to smooth the
differences of magnitude existent between each of the initial graphs. The multi-
objective partitioning will result from the application of the partitioning algo-
rithm to the third graph. In order words, if we consider k objectives and k graphs,
one for each objective, G1 = (V1, E1), G2 = (V2, E2), . . . , Gk = (Vk, Ek), after
the partitioning of these graphs there is one edge-cut for each: ec1, ec2, . . . , eck.
The combined graph Gc = (Vc, Ec) where Vc =

⋃k
i=1 Vi and Ec =

⋃k
i=1 Ei

and each Ec has a weight of we
c =

∑k
i=1

piw
e
i

eci
, where pi is the preferential fac-

tor for each graph i. In what follows we will use constant values for pi factors,
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(d) Combined graph

Fig. 1. Graph examples

however, preliminary experiments revealed promising results when considering
pi variation.

Two scenarios were considered for evaluation: 1) Graph vertices as Web hosts
and 2) Graph vertices as IP hosts. Graph vertices as Web pages were not con-
sidered due to the additional complexity in the partitioning algorithms and to
the difficulty to achieve a scalable representation of the routing tables.

Figure 1(a) depicts an example graph containing 28 pages (vertices) and 38
links (edges) among them. The partitioning algorithm starts by coarsening the
graph into a IP graph like the one in Fig. 1(b). Hostname coarsening is not
shown in the figure. In the coarser graph, pages are collapsed in the same vertex
IP, resulting in a vertex weight calculated as the sum of the pages contained in
the Web site at that vertex being the values of new edges computed as the sums
of the link edges of the previous graph. Assuming that the depicted Web pages
are hosted by some IPs and considering that there are two crawlers to download
these pages, we may represent the RTT graph as in Fig. 1(c). Vertices weights in
this graph are the same for all vertices. The dashed lines represent the resultant
partitions.

Depending on the chosen scenario, we could have coarsened the page graph
and we use the hostnames as vertices, or coarse one level deeper the hostname
graph and we use IPs as vertices. In this example, we used IP graph coarsening.
Each vertex has a weight which is the sum of weights of its hosts, being the edge
weights the sums of the edge weights of the finer graph.
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After each one of these graphs is partitioned (two partitions in this example)
and their edge-cuts computed, a new combined graph is generated with their
edges affected accordingly as mentioned before. The final partitions obtained
from the partitioning of this combined graph are shown in Fig. 1(d). In these
examples, the graphs weights do not correspond to actual RTT or link values.

4 Evaluation

To study and evaluate the proposed approach for multi-objective graph parti-
tion, we merged two independent Portuguese Web collections into a single one
comprising 16,859,287 URLs (NetCensus [10] and WPT03 [11]).

Since then, the derived collection has supported the development and vali-
dation of the partitioning algorithms and produced statistics of the Portuguese
Web. In particular, it is the source of the data information used to obtain the
RTTs and the extracted link data, along with other sort of information related
to Internet topology entities and their associated geographic entities.

As topological entities, we identified the Internet address block (Address
Block), the address aggregate published by autonomous systems in BGP routing
(Address Aggregate) and the autonomous system (AS). The identified geograph-
ical entities include cities and respective countries. The number of IPs for each of
this entities is the following: 46,650 Hostnames, 6,394 IPs, 1,875 Address blocks,
620 Address aggregates, 363 ASs, 339 Cities and 24 Countries.

It is interesting to point out that a number of 4,627 additional IP routers,
not previously included were discovered during traceroute operation. Another,
surprising fact is that 52% of the IP servers actually reside outside of Portugal
despite the fact that the evaluation refers to Portuguese Web space.

To obtain partitioning results, we used a variable number of up to 30 crawlers
to process 1, 903, 336 URLs, containing 26, 472 hostnames associated to a total
of 1, 700 IPs. We initially constructed two different sets of graphs, based on RTT
and Web link data obtained in previous experiments. The first set includes an
IP graph and a hostname graph whose arcs are weighted by the computed RTT
between nodes. The second set is made of two link graphs with IP and hostname
nodes constructed using the method described in Sect. 3.2.

Partitioning strategies were evaluated by varying the number of partitions
(crawlers) to obtain the following metrics: i) download time; ii) exchange time;
and iii) relocation time. Although we believe that the maximum number of
partitions used is acceptable, we plan to increase this number in future work.

The following metrics reflect a communication latency between crawler and
servers, although we disregard server load, we assume this latency is far small
than communication latency.

Download Time. For a set of partitions, the download time estimates the
maximum time needed to download the totality of the pages included in the
set. For a server i the download time needed by crawler j may be approximated
by the formula: dtsi = Mi

Lj
(2RTTij + Lj ·psi

BWij
+ PTi), where Lj is the number of
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(a) (b)

Fig. 2. Download and Exchange Time for SIRe and Hash Host based partitioning

pages downloaded in pipeline by http persistent connections between crawler j
and server i; Mi is the number of pages of the server i; RTTij and BWij are
the RTT and the available bandwidth between the crawler j and the server i,
respectively; psi is the average page size of the server i. PTi is a politeness wait
time interval between consecutive connections to the same server. Note that, at
each moment, a crawler can only have a single connection to a server.

Considering a total load of Sj servers for crawler j and Nj http simultaneous
connections, the total download time for the crawler j is given by the equation:
dtj = 1

Nj

∑Sj

l=1 dtsl.
The maximum total download time was defined by the time taken by the

slowest crawler or heaviest partition of p partitions, given by the expression:
maxp

i=1 dti.

Exchange Time. As each partition j has several links to other Web sites as-
signed to different partitions, the associated URLs have to be forwarded to the
crawlers responsible for the associated partitions. The estimated time needed to
exchange the foreign URLs is given by the equation: etj = 1

Nj

∑P
l=1 2RTTjl +

su·nljl

BWjl
, l �= j, where RTTjl is the RTT between crawlers l and j, nljl the total

number of links from the partition j to the partition l, su is the average size of
a single URL, BWjl is the bandwidth between crawlers and Nj is the number
of simultaneous links forwarded. The total time to process all the partitions is
estimated as the maximum value over all the partitions.

Relocation Time. Relocation time estimates the amount of time taken to move
the URLs from an original partition to a destination partition, whenever the
addition of a crawler imposes a reassignment of the initial partition configuration.

It is equivalent to exchange time except for nljl that is the number of relocated
links from the partition assigned to crawler j to the partition assigned to crawler
l in the new configuration. A maximum for all partitions is calculated.

The results produced by the formulas above constitute the base for a series of
experiments conduced to compare our results (which we call SIRe) and hostname
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Fig. 3. Relocation Time for SIRe and Hash Host based partitioning

hash based partitioning schemes, using the following values: Lj = 10, BWij = 16
Kbps, psi = 10 KB, PTi = 15, su = 40 bytes and Nj = 10. The time values
obtained may seem high because of the low bandwidth used.

Figure 2(a) shows the estimated values for download time considering four
schemes: i) SIRe with hostnames as vertices, ii) SIRe with IPs as vertices, iii)
hostname hash based partitioning and iv) a centralized solution.

As expected, the increase in the number of partitions diminishes download
time for all partitioning methods, effectively improving the centralized approach.
Both SIRe based schemes outperform the hash based partitioning method, how-
ever no improvement is achieved by hostname SIRe based in comparison with
IP SIRe based partitioning. In fact, there is a tendency for equality. On average
an 18% reduction is achieved using IP SIRe based over hostname hash based
partitioning.

Figure 2(b) presents the results obtained for the estimation of the exchange
time. Host SIRe based partitioning behaves similar to hostname hash based
counterpart. On the other hand, IP SIRe based partitioning clearly outperform
the other methods, achieving on average 78% reduction over hostname hash
based partitioning.

Figure 3 presents the results for the estimated relocation time of the URLs
assigned to the partitions after a new crawler is added. SIRe based schemes
outperform the hostname hash based scheme for the majority of partitioning
configurations. However, IP SIRe based scheme tends to achieve better results,
with a reduction of 46% on average of hostname hash based partitioning.

5 Conclusions and Future Work

This paper presents SIRe’s (Scalable Information Retrieval environment) ap-
proach to Web partitioning, a project that seeks to optimize Web crawler down-
load and exchange times. The approach is supported by the construction of
two different weighted graphs. The first graph is used to model the topological
communication infrastructure between crawlers and Web servers. The second
graph allows to represent the amount of link connections between server’s pages.
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The values of the edges represent, respectively, computed RTTs and pages links
between nodes. The two graphs are further combined to support Web space
partitioning and load balancing for variable number of geographical distributed
crawlers by means of a multi-objective partitioning algorithm.

The proposed approach differentiates instead of using a deterministic hash
function to slice the target Web space, as most of the approaches referenced
in the literature, is based on the possibility of using earlier knowledge of the
servers and communication paths infrastructure to build an appropriate graph
representation of the Web from where to derive a partitioning scheme.

To validate our work proposal, the partitioning algorithms were adapted to the
specific requirements of the Web space under study, namely, crawler separation
and compulsory assignment to at least one partition, and the need to provide
additional control over the coarsening mechanism.

Evaluation showed that SIRe’s based partitioning schemes outperforms host-
name hash based counterparts for all the evaluated metrics. Justification for
these results resides in the fact that traditional hostname hash based schemes
do not consider the amount of pages in each server. SIRe’s improvement is par-
ticularly relevant in situations where there is a significant difference in the total
number of Web pages contained in each of the Web servers.

Differences between Host and IP SIRe approaches are not noteworthy for
download times. We claim that IP SIRe is a better overall solution, even consid-
ering that Host SIRe partitioning strategy take longer time to run, because of
the power-law distribution of pages on Web servers. In fact, a lot of servers with
a small number of pages and few servers with a large number of pages, impose
a maximum download time for the partition that hold heavy page load servers.

Host SIRe based partitioning exchange time was not able outperform Host
Hash based scheme most likely due to the multi-objective preferential factor
assigned to the link objective. IP SIRe based partitioning has considerably better
performance because hostnames belonging to same IP have a larger number of
links between them, thus decreasing the exchange time.

SIRe based partitioning relocation times are better than Host hash based
scheme, although very unstable. Boundaries around 170 minutes for SIRe based
schemes relocation time correspond to the relocation of heavy page load servers.
In future work we will take into account this issue.

For all the 30 configurations considered, IP SIRe based partitioning strategy
achieved a considerable time reduction, when compared to the hostname hash
based scheme.

SIRe partitioning schemes seek to optimize multiple objectives which are opti-
mized simultaneously, thus both download times and exchange times are counter-
balanced. Changing the preferential factors for graph weight combination would
certainly bias the results toward improved download times and worst exchange
times, and vice versa. In the future we plan to vary preferential factors to check
for better partitioning results.

Currently we are working to include other optimization objectives including
i) content similarity between Web pages and ii) download optimization, taking
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into account the page size and frequency of change, when crawlers are working
in incremental mode. The two graph edge weights used so far, might be ex-
tended with some content similarity between pages, thus allowing content aware
partitioning to enable the creation of focused partitions; possible exchange over-
head reduction may also be achieved based on page links affinity due to page
similarity. Also, in incremental crawling mode, pages are visited several times
based on its change frequency. Frequently visited pages induce an additional
load to the crawler responsible for those pages, causing load unbalance among
crawlers. The addition to the graph representation of the page change frequency
estimation may result in the improvement of load balancing.

Finally, we think that graph evolution with real time updates and partitioning
algorithm distribution is also a hot topic for further work.
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Abstract. Wireless Sensor Network (WSN) deployed in hostile environments 
suffers from severe security threats. In this paper, we propose a Secure Message 
Percolation (SMP) scheme for WSN. We engineer a secure group management 
scheme for dealing with data gathered by groups of co-located sensors and ana-
lyze the robustness against increasing number of compromised sensor nodes. 
Key pre-distribution is performed with the concept of star key graph where one 
sensor node dominates other nodes. Analytical result shows that our protocol is 
robust against node compromise attack and scales well and requires a few pre-
distributed shared keys per node. 

Keywords: Secure Group, Node Compromise, Robustness, Star Key Graph. 

1   Introduction 

Lightweight1 secure protocol for resource-constrained WSN is challenging and much 
works are going on in designing storage and computationally inexpensive mechanism 
[2] [3] [16]. We consider few important issues in engineering our security protocol. 
Firstly, key storage for individual sensor node needs to be reasonably small. For ex-
ample, if there are N nodes in the network, then we can not expect that a node can 
store N − 1 keys to share a secrete key with each of the other nodes. Secondly, in case 
where quite a good amount of sensor nodes are compromised by an adversary, the 
communications among other nodes should still be secure. Thirdly, it should be en-
sured that both local and global connectivity is maintained. A sensor node should be 
able to securely communicate with its local neighbors (i.e., sensor physically located 
within transmission range). Connectivity among local zones should provide global 
network connectivity [14]. Finally, asymmetric cryptography to WSN is too expen-
sive, because they require expensive computations and long messages that might 
easily exhaust the sensor’s resources [13]. That is why we take symmetric crypto-
graphic operations and spread the load across the network in a distributed fashion. We 
take into consideration secure network formation (bootstrap), data aggregation by 
groups of locally co-located nodes and rekeying. Key management and rekeying are 
                                                           
 * This work was supported by MIC and ITRC Project. 
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basically performed in a distributed fashion to aiming at devising a more lightweight 
load for individual sensors. We analyze our scheme’s robustness against node com-
promise attack when adversary compromises network nodes. We also show that our 
protocol scales well and requires a few pre-distributed shared keys per node. 

Rest of the paper is organized as follows. Section 2 outlines the network assump-
tions and preliminaries. Section 3 presents our scheme in details. We analyze our 
SMP scheme in Section 4. Related works and comparisons are noted in Section 5 and 
Section 6 concludes the paper. 

2   Network Assumptions and Preliminaries 

Our network is a multi-hop in nature supporting node deletion/addition. We consider 
a heterogeneous network, where two types of sensors are deployed: ordinary sensor 
node (SN) and group dominator (GD) node. SN is simple, inexpensive and stringent 
in resources (power, memory and computation), while GD is rich is resources and 
more compromise-tolerant. We also assume that one GD can communicate with its 
neighbor GD to forward aggregated messages towards base station. There is no com-
munication link among SNs within one group and between SNs in different group 
(Fig. 1b). 

 

Fig. 1. (a) WCDS. (b) Star based-WCDS for proposed SMP scheme. 

We assume that once the sensors are dispersed over the area of interest, they re-
main relatively static. We consider the sensors in the whole network as a graph G = 
(V, E), where V is the set of sensors in the network and E is the set of direct commu-
nication links. A direct communication link is present between SNs and its corre-
sponding GDs if and only if they are within the transmission range of one another and 
share the same key. In such a setting, we apply our scheme to form a network-wide 
star based weakly connected dominating set (SWCDS) (Fig. 1b). A weakly connected 
dominating set (WCDS), SW, is a dominating set where the graph induced by the stars 
of the vertices in SW is connected. A star is comprised of the vertex itself and all the 
ordinary sensor nodes adjacent to it (all the black nodes in Fig. 1a). The underpinning 
of our proposed scheme is the star-based weakly connected dominating set. In fact, it 
is easy to see that each dominating node (or vertex) in the SWCDS is at the center of 
a star (Fig. 1b). Thus, for each dominating node in a SWCDS of the overall network, 
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we have one star where all the other nodes in the star are just one hop apart. For the 
space constraint, we request the readers to look at references [1] and [14] for details 
about dominating set, connected dominating set and WCDS. 

3   Proposed SMP Scheme 

In our approach, key pre-distribution is performed using the concept of star key  
graph [17]. This is the special class of a secure group where each sensor node has 
only three keys to maintain: its individual key (shared between SN and GD), and a 
local group key that is shared by every user in the star graph with their corresponding 
GD and a pairwise key between SN and BS. BS stores all the keys of SNs and GDs. 
We use the notations in table 1 to describe our scheme. 

Table 1. Notations used in SMP scheme 

Notation Definition 
i (0 ≤ i ≤ N) Ordinary sensor node i (SNi) 
j (0 ≤ j ≤ Y) Group dominator j of ordinary sensor i (GDj) 
IDi ID of the ordinary sensor node i 
IDj ID of the group dominator j 
KGj Group key shared by all sensors in a group j and GDj 

K(SNi,GDj) Pairwise key between a sensor i and GDj 

K(SNi,B) Pairwise key between sensor i and Sink/BS 
K(GDj,B) Pairwise key between GDj and Sink/BS 
Mi Event sensed by SNi 

MGDj Message aggregated by GDj 

MAC(K,M) Computation of Message Authentication Code of message M using key K 
E(K,M) Encryption of message M using key K 
X|Y Concatenation of X and Y 

3.1   Pre-deployment Key Pre-distribution and Rekeying 

Key pre-distribution. In the offline key pre-distribution phase, we assign the group 
keys and individual keys to a group of nodes. For this, the key assignment is accom-
plished according to Fig. 2a. Each GD holds group key and all individual keys. Each 
SN holds group key and its individual key shared with GD. In this phase, all the SNs 
are also assigned unique IDi (1 ≤ i ≤ N) which are also stored by the respective GDs. 
Each GD is also assigned IDj (1 ≤ j ≤ Y), where Y is the total number of group domi-
nators in the network. 

Rekeying. During the offline key pre-distribution, all the nodes are assigned the keys 
but not all the nodes are deployed. When any of those remaining nodes is deployed, it 
sends the JOIN_REQ_NEW message using its own individual key. If authorized by 
the access list of GD, it joins the group. Otherwise, GD forwards this to BS. BS in-
forms GD about the individual key of that SN. If authenticated by BS, GD generates a 
new group key and encrypts the new group key with the newly added node’s individ-
ual key and sends it to the SN. All other nodes in the group know about the change by 
a multicasting by the GD of that group. For leaving a star graph, the node simply 
leaves a message to inform the GD which in turn generates a new group key and uni-
casts it within the group members (Fig. 2b). For example, let’s say, SN4 in Fig. 2b  
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Fig. 2. (a) Pre-distribution of secret keys using star key graph. (b) Rekeying. 

wants to join the existing group in the figure shown above. GD changes the group key 
KG to a new key KGnew, and sends the following rekeying messages: 

GD Encrypts new group key with the old group key: GDj → all SNi: EKG
(KGnew). 

GD also Encrypts new group key with the joining SN’s individual key: GD →SN4: 
EKSN4

(KGnew). Similarly, when any SN wants to leave the group, it just sends a leave 

message: SN4 →GD: EKSN4(leave). GD deletes the leaving SN and updates the KG to 
new KGnew and unicasts the following message: GD →SNi-1: EKSNi-1(KGnew). 

3.2   Post Deployment Phase 

Ordinary sensor nodes and group dominators having the offline pre-distributed secret 
keys are deployed over the area of interest. In this section we describe secure boot-
strap (network formation), data aggregation and rekeying. For convenience, we have 
described rekeying mechanism in section 3.1.  

3.2.1   Secure Network Formation 
It has been shown in [15] that sensors belonging to the same group can be deployed 
close to each other without the knowledge of sensor’s expected location. Considering 
the fact in [15], we describe secure network formation with exception handling (e.g., a 
SN does not belong to same group). 

After the deployment, each SNi discovers its own GDj. For this purpose, SNi 
broadcasts an encrypted JOIN_REQ (using individual key KSNi) message to all of the 
nodes within its transmission range. If the corresponding GDj is within its transmis-
sion range (i.e., one hop distance), it gets the message and decrypts it as all the  
individual keys of the sub-ordinate nodes are known to the GDj. Upon successful 
decryption of the message, the GD sends a JOIN_APRV message to the SNi encrypt-
ing it with the group key. Thus the SNi becomes a dominated node of a corresponding 
GDj. If, for any SNi, the GDj assigned during pre-distribution of keys, is not within 
one hop distance; the SNi needs to inform the BS for resolving the issue. We term this 
SN as the ‘Orphan’ (SNORP). On discovering itself as an Orphan the SNi sends a 
GD_ERR message encrypting it with its individual key. This message is simply for-
warded by other sensors in the network to reach to the BS. For resolving the unex-
pected issue of Orphans we consider two special cases. 
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Case I. The orphan has no dominator as its one-hop neighbor. In such a case, after 
getting the GD_ERR message from the Orphan, the BS issues a command to assign 
the role of a GD to the Orphan. For sending the command, the BS uses the individual 
key of the Orphan. This newly formed GD does not have any other dominated SN 
nevertheless; employing this method keeps the isolated node connected with the rest 
of the network. 

Case II. The Orphan does not have its own GD within its one-hop neighborhood but a 
GD of another group is present in the vicinity. Failing to find out its own GD, SN 
sends the encrypted GD_ERR message to the BS. Now, as the GD of another group is 
present within its one hop distance, it eventually gets the encrypted GD_ERR mes-
sage (only detects the type of message and just notes this incident) and informs this 
‘Orphan Information’ using ORP_ERR (encrypted with its group key) to the BS. The 
BS eventually gets two separate but interrelated reports; one from SNORP and another 
from the neighboring GD. The BS checks whether both these reports tell about the 
same SNORP or not. If same SNORP, BS issues a command to that neighbor GD to be 
its adopter and also sends the individual key for the SNORP. The GD in turn uses this 
key to send its KG to the SNORP to welcome it in its own group. Thus, all the stars 
could form a weakly connected network where the GDs of the logical groups (stars) 
are the dominating nodes and all other nodes in the network are dominated (Fig. 1b).  

3.2.2   Secure Data Aggregation 
Once the network is logically structured as a weakly connected dominating set, the 
sensory data from the sensors can be transmitted securely to the BS. GDs are respon-
sible to aggregate data collected from different sensors. If there are Z number of ordi-
nary sensors (SN) in a group, for fidelity and correctness of data, the GD waits for the 
same sensing event from at least q (q ≤ Z) number of the SNs, where q is the threshold 
value set for a particular group. We consider any one group with ordinary SNs and its 
corresponding GD. Once an event occurs, q out of Z (0 ≤ q ≤ Z) ordinary sensors (ID1, 
ID2, . . ., IDq) within the sensing area detect the event and send information to the GD.  

                     SNi →GDj : IDi|E(Mi|MAC(Mi, K(SNi,GDj)), K(SNi,GDj))) 
Upon receiving the message sensed by SNi (ordinary sensor), Dominator GDj veri-

fies every single MAC and generates an aggregated report (and discards the false 
packet if any). GD broadcasts the aggregated results MGDj and MAC to all sensors. 

                          GDj →all SNi : IDGDj| MGDj|MAC(MGDj, KGj)  
All SNs in a particular group j verifies the aggregated report whenever they receive 

it for the consistency with its own sensed event. It creates a MAC only to be verified 
by the Sink (BS) but to be relayed by its GD. The message format is 

                                  SNi →GDj : IDi|MAC(K(SNi,B),IDi|MGDj) 
Now, GD collects all the MACs from ordinary sensor nodes and sends q MACs, q 

IDs, IDGDj, and MGDj to the sink directly or via its neighboring GD (multi-hop path 
through consecutive GDs towards the Sink) as follows 

    GD j→Sink: IDGDj, E(K(GDj,B), IDGDj|MGDj|ID1|MAC(SN1,B)|…..IDq|MAC(SNq,B)) 
The q MACs and aggregation report MGDj are sent securely to the base station.    

Upon receiving an aggregation report, the sink first decrypts the message using the 
corresponding key K(GDj,B), then it checks whether the report carries at least q distinct 



 A Secure Message Percolation Scheme for Wireless Sensor Network 559 

MACs from ordinary sensors and whether the carried MACs are the same as the 
MACs it computes via its locally stored keys. If no less than q MACs is correct, the 
event is accepted to be legitimate; otherwise it is discarded. 

4   Analysis 

In our scheme, we form a probable star based WCDS to cover almost all of the nodes 
in the network with minimum effort. As shown in Fig.1b, SWCDS requires less num-
ber (or equal to) of dominating nodes to cover the whole network than that of a con-
nected dominating set (CDS) requires [14]. We use the distinct group keys for each of 
the GDs and distinct individual keys for each SN. So, the number of individual keys 
required for our network is much less than other probabilistic key management 
schemes. Table 2 shows the overhead of our scheme. We assume the length of ID, 
key and MAC is 2, 16 and 4 bytes respectively. We consider 20 ordinary sensor nodes 
in one group and an aggregated report travels 10 hops on an average. We calculate the 
overhead based on the message format described in section 3.2.2. 

Table 2. Overhead of secure message percolation scheme (Excluding encryption) 

Overhead Type SN GD 
Storage  48 bytes ( 3 keys) 352 bytes (1+1+Z keys) 
Communication 12 bytes (2 ID + 2 MAC) 1220 bytes ((1 IDGD + (1 IDsn + 1 MAC) Z) H hops) 

Computation 3 MACs 21 MACs (1 MACGD + Z MACSN) 

4.1   Security Analysis 

Our scheme ensures that, each of the GDs and the corresponding SNs can directly 
form the groups or stars maintaining the security of the network from the bootstrap-
ping state. As encryption is used for message-transmission within the network from 
the very beginning of the network, our scheme can successfully defend Hello Flood 
Attack [2] and most of other attacks in wireless sensor networks. We contemplate 
security analysis of our scheme from various perspectives as described below. 

Ordinary sensors (SNs) are captured. A compromised ordinary sensor in particular 
group may produce an invalid MAC by providing wrong guarantee for an aggregated 
report. The SMP scheme is robust against this kind of attack as long as no more than 
q sensors within a local group are compromised. Since we devise our scheme where 
each aggregated report carries q number of MACs from ordinary sensors. Only the 
base station checks the correctness and no less than q correct MACs from ordinary 
sensors is accepted by the base station. A compromised ordinary sensor may forge 
false event’s information with valid MAC to its GD. We argue that a single faulty 
value will not hamper the aggregated result. 

A GD is captured. When a GD is captured, it may fabricate a report. But to do that, at 
least q MACs need to be forged. The probability that at least q out of Z MACs is  

correct is given by ( ) qZq
Z

qj
GD pp

q

Z
p −

=
−⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
= ∑ 1 , where, p=1/2L and L is the MAC 
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size in bits. We claim that this probability is negligible; moreover, only one group out 
of entire network is in fact affected while other groups are not hampered. 

Both GD and ordinary SNs are captured. We consider the situation where an adver-
sary has compromised GD and some number x (0 ≤  x ≤  q) ordinary sensor nodes. To 
inject a false report, GD needs at least q valid MACs. Since GD has to forge (q−x) 
more MACs, the probability that (q−x) out of (Z−x) is valid, is given 

by ( ) jxZj
xZ

xqj

x
GD pp

j

xZ
p −−

−

−=

−⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ −
= ∑ 1 . Again, this probability is almost 

negligible. If an individual key is compromised, the attacker at best could send false 
report to the GD but when any message from the GD comes encrypted with the group 
key, it cannot decrypt it. So, for successful attack, it needs both the individual and 
group key at the same time. Moreover, compromising one key doesn’t affect the rest 
of the keys used among other nodes and links in the network. 

Network-wide Compromise of SNs and GDs. We analyze the robustness of our 
scheme when an adversary has randomly compromised Q ordinary SNs and j (0 ≤  j ≤  
Y) GDs from the entire network. Let p(j,q) be the probability that jth GD (i.e., jth 
group) having q (0 ≤  q ≤  Z) SNs compromised, we get 
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We define gj,q as: gj,q = 1 if q ordinary SNs are compromised in jth group and 0 other-
wise. And let Gq denote the number of groups having q ordinary SNs compromised, 

we get ∑
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Next, we assume that an adversary has compromised some groups having the z (z ≥ q) 
SNs compromised and we call this situation as full group compromise. Let X be the 
number of fully compromised groups from entire networks. We can compute E[X] by 
the following equation: 
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For demonstration purpose, we take a simple example where total number of SNs is 
N=170, with Z=10 SNs in each group (i.e., Y=17 groups). Fig.3a shows the expected num-
ber of compromised groups against the entire network’s compromised ordinary SNs.  
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Fig. 3. Analytical performance. (a) E[Gq] and (b) E[X]. 

When 20 SNs are captured, 5 groups having 0 SNs compromised and only 1 
group having 3 SNs compromised. Fig.3b demonstrates the number of fully com-
promised groups that depends on the value z. Four cases are shown when z is 4, 5, 
6 and 7. When z is 4, 3(16.66% of entire network) groups are fully compromised 
against 40 (23.5%) ordinary compromised SNs. But, as the value z increases  
(6 or 7), number of fully compromised groups are much smaller. We observe that 
robustness can be improved significantly by increasing the value of z. 

5   Related Works and Comparison 

Extensive effort has been put so far on how to set up a pairwise shared secret be-
tween two sensors and how pre-deployment of secrets is performed to securely 
communicate among sensor nodes. In Table 3, we briefly compare the prior works 
and cite major features used including our proposed scheme. 

Intuitively, WCDS will, in general, be smaller than connected dominating sets 
and the resulting induced graph will have smaller edges. This corresponds to 
fewer clusters and a sparser abstracted network. For comparison, Statistical En-
Route Filtering [5] scheme, each intermediate forwarding node verifies one 
MAC and five hash computations (for Bloom filters) probabilistically if it has 
one of the keys in common, while in our scheme, only the GDs forward the ag-
gregated report, but they don’t perform this intermediate checking. SEF is con-
strained by sensor’s storage since to increase one hop detection probability, the 
number of keys a sensor stores should be large. But in our scheme (SMP) only 3 
keys are required. 

SEF performs better when the number of hops a packet travels is very high, 
but SMP scheme has much smaller hops (SWCDS) and the overhead on forward-
ing aggregated reports gets to the powerful GDs only. Each report is about 15 
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Table 3. Comparison of various security schemes 

Schemes 
Attacks De-

fended 
Network Archi-

tecture 
Key Management 

Scheme 
Major Features 

Statistical En-Route 
Filtering [5] 

Information 
Spoofing 

Large number of 
sensors, highly dense 

wireless sensor 
network 

Partition global key pool 
and randomly assign m 

keys from one of the 
partitions 

Detects and drops false 
reports during forwarding 

process 

Radio Resource 
Testing, Random 

Key Pre-distribution 
etc. [6] 

Sybil Attack 
Traditional wireless 

sensor network 
Random key pre-

distribution 

Random key pre-
distribution, Registration 

procedure, Position 
verification and Code 

attestation for detecting 
sybil entity 

TIK [7] 
Wormhole At-

tack, Information or 
Data Spoofing 

Traditional wireless 
sensor network 

Used master key to generate 
other keys. Used Hash tree 

to generate HMAC for 
authentication 

Requires accurate time 
synchronization between 

all communicating parties, 
implements geographical 

and temporal leashes 

Random Key Pre-
distribution 
[8][9][10] 

Data and infor-
mation spoofing, 

Attacks in informa-
tion in Transit 

Traditional wireless 
sensor network 

Random key pre-
distribution 

Resilience, Protect the 
network even if part of the 
network is compromised, 

Provide authentication 
measures for sensor nodes 

REWARD [11] Black hole attacks 
Traditional wireless 

sensor network 

No cryptographic keys, 
identify malicious node and 
suspicious area by broad-

cast messages 

Geographic routing,  
Takes advantage of the 
broadcast inter-radio 

behavior to watch 
neighbor transmissions 
and detect black hole 

attacks 

SNEP & µTESLA 
[12] 

Data and Informa-
tion Spoofing, 

Message Replay 
Attacks 

Traditional wireless 
sensor network 

Each node is given a master 
key and all other keys are 

derived from this key 

Semantic security, Data 
authentication, Replay 

protection, Weak 
freshness, Low communi-

cation overhead 

Our Scheme 

Insecure bootstrap-
ping, False data 
injection, Node 

compromise, Hello 
Flood attack 

Distributed Sensor 
Network 

Star Key Graph based 
WCDS 

Secure SWCDS network 
formation, Authenticated 

message delivery, 
Robustness against node 

compromise 

bytes long in SEF scheme and communication overhead is (15.h) bytes, where 
the number of hops h  a report travels is very high (necessary for better  
performance). 

6   Conclusions 

In this paper, we have put an effort to devise a security mechanism that combines the star 
key graph to form a WCDS based distributed wireless sensor network to counteract the 
impact of compromised nodes. We have shown that the scheme has significantly less 
storage overhead for the individual constrained sensor node and the scheme is also scal-
able and efficient in storage, communication and computation. We evaluate our scheme 
through analysis to show that our SMP mechanism is resilient to an increasing number of 
compromised nodes. For further investigation, some important research issues are worth 
mentioning: a) To present experimental results on how often we have to use solutions 
described in Case I and/or Case II, b) how many messages have to be sent to the BS in 
order to fix the roles of the nodes after deployment, and c) to validate the analytical re-
sults through simulation. 
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Abstract. In this paper, we consider the specific case of a black-hole
attack in ad-hoc networks caused by an incorrect route reply from an
intermediate node. As a solution to this problem, we propose a scheme
based on a one-way hash chain mechanism and Further-Request/Further-
Reply exchange. We prove the effectiveness of the scheme in terms of
security and its efficiency in terms of network performance.

1 Introduction

There are various threats during the route establishment process in ad-hoc
networks. Those can be divided into conventional threats and specific threats.
Conventional threats occur in traditional general-purpose networks such as the
Internet as well as ad-hoc networks. Unlike conventional threats, specific threats
occur in ad-hoc networks due to their unique features. Examples include a black-
hole attack that is brought about by an incorrect route message, a wormhole
attack that is caused by tunnelling packets from one point to another point in
the network [1], a rushing attack that is caused by duplicate suppression [2],
and selfishness, in which users extend the lifetime of their devices by exhibiting
selfish behavior. The black-hole attack can occur even in traditional networks.
However, it is more likely to occur in an ad-hoc network, because of the lack of
infrastructure and the mobility of ad hoc networks. Therefore we classify it as a
specific attack of ad-hoc networks.
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Motivation. Up until now, the concerns for security in ad-hoc networks were
focused on secure routing protocols themselves. Because most of the works on
securing ad hoc networks have only considered conventional threats, they are
ineffective in defending against specific threats whose causes are more complex
than those of conventional threats. Among the specific attacks, the black-hole
attack is the most powerful, as there are various ways of generating an incor-
rect route during the route establishment process. In this paper, we propose a
scheme to address the black-hole attack, especially in the specific case where the
attack is caused by a polluted message from an intermediate node, as previously
considered by Deng et al. [3]. Because most of the black-hole attacks happen
during route establishment period, our solution resembles a secure routing pro-
tocol. However, our main goal is to solve the black-hole attack problem rather
than proposing a secure routing protocol.

Contributions. The contributions of this work are as follows.

– Introduction of a New Mechanism Based on a One-Way Hash
Chain Scheme: The conventional solution to solve the black-hole attack
problem is to use digital signature (DS). However, DS requires significant
processing and results in considerable transmission overhead. Hence, we
adopt a one-way hash chain scheme which is quite lightweight compared
to the DS scheme.

– No Assumption on a One-Way Hash Chain Scheme: In general, a one-
way hash chain schemes assume that the last value of the chain is securely
published for verification of the other hash chain values. In our study, we do
not require this assumption.

– Cost Effectiveness: Simulation results show that a one-way hash chain is
a more efficient scheme, as compared to the DS scheme.

Related Work. There are a number of previous works which proposed solutions
against the black-hole attack [3][4][5][6][7][8]. However, all of these works have
limitations.

– DS Scheme: Zapata et al. [4] proposed a Secure Ad-hoc On-Demand Dis-
tance Vector (SAODV) routing algorithm based on a DS scheme and a hash
chain scheme to support the security functions of AODV. The DS mecha-
nism can prevent a black-hole attack, however it requires a public-key based
signature and hop-by-hop verification. These operations generate excessive
overhead during the route establishment process.

– Further-Request and Further-Reply Scheme: Deng et al. [3] defined
a specific type of black-hole attack that is caused by abnormal intermediate
route replies, which is the problem that we address in this paper. They pro-
posed a solution using alternative routes to confirm whether an intermediate
node has adequate routes to reach the destination. However, when there are
colluding nodes with the intermediate node, their scheme cannot definitely
detect the black-hole attack.
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In addition, Sequence Numbering scheme [5], Neighborhood-Based Detection
scheme [6], and Collaborative Architecture scheme [7] have been proposed. How-
ever, these schemes have only considered the black-hole attack caused by incor-
rect route replies from the destination node. The Prevention of Cooperative
Black-hole scheme [8] never examines the message integrity.

Section 2 defines the I2black-hole attack considered in this paper, discusses
the requirements to solve it, and explains a basic operation of the mechanisms
used. Section 3 explains our proposed solution. Section 4 presents simulation
results, and Section 5 analyzes several design factors. Section 6 concludes the
paper.

2 Preliminaries

In this section, we define the I2black-hole attack that we address in this paper.
In addition, we discuss the requirements needed to solve the problem and we
outline the underlying mechanisms used in our solution.

I2Black-Hole Attack. We concentrates on a particular type of the black-hole
attack, which is described by Deng et al. [3]. In general, the route establishment
process in ad-hoc networks consists of route discovery and route maintenance
operations. When a node requires a route to a destination, it initiates a route
request (REQ) message. Once the REQ reaches the destination, the destination
responds by unicasting destination a route reply (DREP) message. Many on-
demand ad-hoc routing protocols, such as the dynamic source routing (DSR),
allow an intermediate node (Inode) to reply the REQ packet if it has a fresh
enough route to the destination. This mechanism is a useful strategy to decrease
the routing delay. However, in the case that the intermediate route reply (IREP)
is polluted by adversary, data packets will not be able to reach the destination.
Here, we focus on this type of the black-hole attack, caused by a polluted inter-
mediate route reply and refer to it as the I2black-hole attack.

2.1 Requirements

To solve the I2black-hole attack the following consideration should be taken into
account:

– R1. Integrity of IREP: The reason that the I2 black-hole attack occurs is
an incorrect IREP from an Inode responding to an REQ by modification or
fabrication of the normal DREP. Therefore, the key to detecting a polluted
IREP is to verify the integrity of the IREP; i.e., whether or not it is derived
from the DREP and is not changed during transmission from the Inode to
the source.

– R2. Freshness: An IREP is based on a cached DREP. Yet, since a cached
message often may not contain the most recent routing information, it can be
useless, even if it has not been manipulated by a malicious node. Therefore,
an IREP needs to be checked for its freshness.
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– R3. Destination Identification: An IREP is derived from the DREP.
Therefore, an Inode should guarantee that the IREP is based on information
received from the destination.

One of the other controversial factors is the authentication of an Inode who sends
an IREP back to the source. Most existing solutions against a black-hole attack
focus only on the authentication of an Inode. However, even an authenticated
intermediate node may have a compromised IREP. Furthermore, during the
transmission from an Inode to the source, the IREP can be manipulated by a
malicious node. Hence, the authentication of an Inode is not enough to confirm
the correctness of an IREP. Rather, determining the integrity of an IREP is an
essential issue to prevent the I2black-hole attack.

2.2 The Network Environment

From a network-centric point of view, the following network model is considered.

– The underlying routing protocol is DSR, since it allows to cache a DREP.
This allows any Inode to return the IREP to the source node on behalf of
the destination.

– The destination is not compromised, and the DREP is normally stored in
intermediate nodes. Although a black-hole attack can also be launched by a
malicious destination or mutable DREP, this problem is outside the scope of
this work. Our essential concern is to prevent the I2black-hole attack which
is defined as caused by a polluted IREP at an Inode.

2.3 The Basic Mechanisms

One-Way Hash Chain (OWHC). The idea of an OWHC was first proposed
by Lamport [10] for a one-time password scheme and it consists of the following
two processes:

– Generation algorithm of the hash chain returns hash chain values, C =
(c0 . . . cn) for n ∈ N using hash function h : (0, 1)m → (0, 1)l for m ≥ l, where
m is the input length and l is the output length of the message. First, the
initiator of the hash chain generates the first hash value c0 = H1(M) = h(M)
with an input message M , and calculates the other values by repeatedly
applying the one-way hash function i-times ci−1 = Hi(M) = h(h(. . . h(M))).

– Verification algorithm of hash chain returns True or False according to
whether cn

?= Hn−i(ci). Conventional OWHC schemes assume that the last
hash value cn is securely distributed to all the nodes.

From a cryptographic point of view, we assume the following properties for a
hash function to be practically and computationally secure:

– Non-Inverseness(One-Wayness): For a given ci+1 and ci where ci+1 =
h(ci), it is impossible to calculate ci = h′(ci+1).

– Non-Collisioness: For a given ci and cj that ci �= cj , the possibility that
h(ci) = h(cj) is negligible.
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Further-Request and Further-Reply Scheme. Here, we do not assume
that the last value of the hash chain cn is securely published. Instead, we use
the Further-Request (FurREQ) and Further-Reply (FurREP) concept [3]. The
FurREQ message requests an additional information from the next-hop node
(NHN) which is an arbitrary node between the intermediate node and the desti-
nation node. The FurREP sends back the requested information that the NHN
cached after receiving it from the source. For instance an additional information,
in our scheme it is the hash chain value of the NHN.

3 Solution against I2black-Hole Attack

As we assume that the DREP message is not compromised, the proposed solution
builds upon the DREP procedure, since an IREP is based on a cached DREP
message received from the destination. The process of replying with the IREP,
the transmission of the FurREQ/FurREP, and the verification of the IREP are
described next.

Phase 1 DREP. The DREP is divided into two steps: generation of the initial
hash chain value and of the intermediate hash chain values.

Step 1. Initial hash value generation: The destination node DST generates the
initial hash chain.

1. DST calculates the initial hash value cDST = c0 = h(R ‖ REP ‖ LTDST ‖
IDDREP ), where R is the random seed R ← {0, 1}r for r ∈ N, REP is the
conventional route reply message, LTDST is the lifetime chosen by the DST,
and IDDREP is the sequence number of the DREP.

2. DST sends DREP0 = {REP ‖ LTDST ‖ IDDREP ‖ h(hops) ‖ c0} to the
previous node on the route. h(hops) is a hashed hop count of the route.

To maintain the confidentiality of the DREP, a cryptographic mechanism can
also be adopted during the route reply process. However, since the main focus
of this paper is to prevent the I2black-hole attack caused by a polluted IREP, it
is assumed that there exists a method by which the DREP is transmitted to the
intermediate route nodes. Thus, the confidentiality of the DREP is not explicitly
addressed in this paper.

Step 2. Intermediate hash value generation: Each intermediate node Ni gener-
ates its hash value.

1. Ni extracts ci−1 from DREPi−1.
2. Ni calculates its hash value ci ← h(ci−1).
3. Ni constructs DREPi = {REP ‖ LTDST ‖ LTi ‖ IDDREP ‖ h(hops) ‖ ci},

where LTi is the lifetime of DREPi, and sends it to the previous node Ni+1
on the route.
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Phase 2 IREP. Each intermediate node Ni caches DREPi−1, in case another
REQ is generated by a different source with the same destination. If an Inode
has a fresh enough route reply, it sends an IREP back to the source node.

1. Inode sends back IREP = {DREPInode ‖ IDInode ‖ cInode} , where cInode

is the hash chain value of Inode, IDInode is the identity of Inode, and
DREPInode is the cached route reply received from the destination.

Phase 3 FurREQ/FurREP. After receiving the IREP, the source node SRC
runs the FurREQ and FurREP process.

Step 1. FurREQ: The SRC sends a FurREQ to the next hop node (NHN) of
the Inode.

1. SRC stores the hash chain value of Inode cInode.
2. SRC randomly selects NHN ∈ {arbitrary node between Inode and DST}.
3. SRC unicasts FurREQ = {IDSRC , IDIREP , IDNHN} via the Inode to the

NHN, where IDSRC and IDNHN are the identification of the SRC and NHN,
respectively, and IDIREP is an identification number of the IREP.

Step 2. FurREP: The NHN that receives the FurREQ sends its chain value and
hashed hop count to the SRC.

1. NHN sends cNHN and h(hops) to the SRC through alternative route which
does not includes Inode.

Phase 4 Verification IREP: After receiving the FurREP, the SRC verifies
the IREP.

1. SRC verifies whether cInode
?= Hdist(cNHN ), where dist is the number of

hops between the Inode and the NHN, and the SRC checks that the hop
count was not changed. If both are valid, the SRC estimates that the IREP
is neither modified nor fabricated.

4 Simulation Results

We use the ns-2 simulator with 50 nodes over a 670m x 670m network area. The
initial positions of the nodes were random. The node pause time was set at 600
seconds and the mobility was set at 20 [m/s]. Three performance metrics are
evaluated:

– Path Reachability: At step 2 of the FurREQ/FurREP phase, the FurREP
uses an alternative route, as in Deng’s scheme [3], to prevent it from being
fabricated or modified by the Inode. We examine the possibility that there
are alternative routes not passing through Inode from the source to the NHN.



570 J. Jeong, G. Lee, and Z.J. Haas

– Time Overhead Caused by FurREQ and FurREP: The average time
elapsed from when the source node sends the FurREQ to when it receives
the FurREP.

– Time Comparison between DS Scheme and Proposed Scheme: The
average time taken to complete the intermediate reply process.

Fig. 1(a) shows the average time from when the SRC sends the FurREP to the
NHN to when the SRC receives the FurREP from the HNH; i.e. the additional
time cost caused by the FurREQ and FurREP. The legend ”Through Inode” is
the case where the FurREP generated by the NHN reached the SRC via the
Inode. The legend ”Not through Inode” is the case where the FurREP reached
the SRC through an alternative route that did not include the Inode as an
intermediate node. The X-axis is the number of hops from the Inode to the
DST.

In studying the path reachability, regardless of which node is selected as the
NHN, there were always alternative paths that did not include the Inode from
the source to the NHN. If the node density became more sparse, the possibility
of no alternative paths increased. However, in the proposed configuration, there
was always at least one alternative path. This means that the FurREQ and
FurREP exchange using an alternative path is effective. The additional time
overhead caused by using an alternative path was about 15%. In addition, the
more hops between the Inode and the DST, the longer is the time overhead.

Fig. 1(b) shows a comparison of the DS and the proposed schemes. The X-axis
refers to the number of hops between the source and the Inode and the Y-axis
refers to the average time elapsed from when the Inode sent back the IREP to
when the SRC completed the IREP process. The results shown as ”DS scheme”
include the time taken for the signing or verification operations by the SRC and
other intermediate node located in between the SRC and the Inode. When the
hop count between the source and the Inode is increased, the time for the source
to receive the IREP is increased as well. The results labeled ”Proposed scheme”
incorporate the time taken by the FurREQ and FurREP exchange. Similarly, the
time for the source to receive the FurREP increased as the distance increased.
Nevertheless, the proposed scheme is still superior to the DS scheme.

5 Analysis

In this section, we analyze the proposed scheme from the following perspectives:

S1 Solution for I2Black-Hole Attack. The I2black-hole attack is caused by
a fabrication or modification of a route reply message by an intermediate node.
This vulnerability is solved by the proposed scheme, as demonstrated by the
following scenarios.

– Attack Scenario 1 - Message Attack. Let us consider a message attack
scenario in which a malicious Inode is trying to fake an IREP. The malicious
Inode fabricates or modifies an IREP and generates hash chain values using
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Fig. 1. Simulation results: (a) Delay and Reachability of FurREP (b) Comparison of
time elapsed during IREP between the DS and the proposed schemes

the input with this polluted IREP. The Inode generates a forged or modified
route L′, chooses a random number R′ ← {0, 1}r, and makes an abnormal
hash chain list C′ = {c′0, c′1, . . . , c′n}. Then, the forged IREP, IREP ′ = {L′ ‖
. . . ‖ c′Inode} is sent back, which includes a forged route and arbitrary hash
chain value c′Inode ∈ C′. After receiving IREP ′, the source selects an NHN
and verifies IREP ′ through the hash value of NHN, cNHN . To succeed,
the malicious Inode should send back c′Inode, which is the same as cNHN

generated by NHN. However, the Inode cannot know the NHN’s hash value
cNHN due to the non-inverse feature of the hash chain. Furthermore the
malicious Inode cannot know which node is selected as the NHN. Therefore,
the scheme protects against fabrication or modification of IREP.

– Attack Scenario 2 - Node Injection Attack. Let us consider a node
injection attack scenario that hides the true number of the nodes in the
DREP route. The Inode injects several forged nodes into the route, but gen-
erates its hash chain value with the input of the previous hash value, which
is based on the correct route. The Inode re-applies the hash function and ad-
vertises that there are more nodes on the route. That is, the Inode generates
c′Inode = Hα(cInode) for α ≥ 1, changes the route to L′, injecting α nodes
into the correct route L, and then sends back IREP ′ = {L′ ‖ . . . ‖ c′Inode}.
In the verification phase, SRC uses hash values of both c′Inode and cNHN .
Because c′Inode is generated using the previous hash value, SRC cannot de-
tect that c′Inode is not an original hash value of the Inode. Therefore, SRC
assumes that L′ is a correct route. However, for L′ to be a correct route, the
Inode should also change the hop count in IREP to h(hops + α). Because
our scheme includes a hashed hop count value in the FurREP message, the
scheme will detect the illegitimate increased in the number of nodes on the
route.

S2 Destination Identity. The proposed scheme supports implicit identifica-
tion of the destination. That is, for identification of the destination, the pro-
posed scheme relies on the values of cNHN and cInode, rather than on direct
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information of the destination. If both, the Inode and the NHN, claim that they
have received information from the same destination, and if this information is
verified as correct through the one-way hash chain scheme, it is assumed that
the IREP is indeed received from the destination.

S3 No Assumption on One-Way Hash Chain. If we were to assume that
the last value of a hash chain could be securely communicated, there would be
no need for the FurREQ and FurREP exchange. However, we do not require
this assumption, as the secure distribution of the last hash value is a difficult
problem by itself before a secure route is established. Therefore, the proposed
approach is a more practical method, compared to other schemes addressing the
same problem. Also, the simulation results showed that, although the FurREQ
and FurREP exchange increases the transmission overhead, the proposed scheme
is still efficient, as compared to the DS scheme.

S4 Freshness. For the freshness of IREP, the source node should verify whether
or not the IREP has been sent sufficiently recently. In our scheme, the source
node examines freshness of IREP through LTDST generated by the destination.

S5 Colluding Attack. In Deng’s scheme [3], a colluding attack is more prob-
ably, because the Inode itself selects the NHN node. If there are nodes which
can potentially collude with the Inode, the Inode can simply choose one of such
nodes as the NHN. Therefore, if there is at least one potentially colluding node
between the malicious Inode and the destination, the probability of a colluding
attack is P (n, c, i) = 1, where n and i are the number of nodes on the route
and the number of hops between the source node and the intermediate node,
respectively, and c is the number of possible malicious nodes on the route.

In contrast, in our scheme, the source node is the one which selects the NHN.
Thus the Inode cannot know which node will be chosen as the NHN. Also, the
Inode is unable to generate the hash value of NHN due to the feature of the
one-way hash chain. To illustrate this point, the probability of colluding attack
in our proposed scheme, P (n, c, i), drastically decreases as a number of the nodes
between Inode and the destination node:

P (n, c, i) =

n−i∑
r=0

r

n − i

(
n − i

r

) (
i − 1
c − r

)
�
�n

c

�
�

, (c − i ≤ r ≤ c)

where r is the actual number of colluding nodes between Inode and the desti-
nation. Fig. 2 shows an instance of probability of colluding attack in the case of
i = 4.
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6 Conclusion

The study presented in this paper concentrates on the I2black-hole attack, which
results from a polluted intermediate route reply from an intermediate node.
Although the I2black-hole attack can be prevented with the DS scheme, we
showed in this paper that it can also be prevented using the one-way hash chain
scheme along with a modified further-message approach. The complexity of the
proposed scheme is smaller, as compared with the complexity of the DS scheme.
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Abstract. One of the main problems of network security is Distributed
Denial of Service (DDoS) caused by TCP SYN packet flooding. To coun-
teract SYN flooding attack, several defense methods have been proposed.
In this paper we investigate a survivability of protected servers under
SYN flooding. Analysis and comparison of some typical and well-known
defense mechanisms are presented. We discuss critical parameters of the
protection. Appropriated mathematical models based on stochastic pro-
cesses are produced.

Keywords: DDoS attack, TCP SYN flooding, defense mechanism.

1 Introduction

One of the main problems of network security is Distributed Denial of Service
(DDoS). The goal of DDoS attack is to exhaust victim server recourses so that
legitimate users cannot access a service. Victims of DDoS attacks were a fa-
mous Web sites like Yahoo!, eBay, Amazon.com [1]. Computers with high-speed
connections to the Internet were infected by computer viruses that, when ac-
tivated, sent out a storm of requests and caused a denial of service at servers.
The infected computers act like “zombies”. So, a participation of DDoS initiator
is not required on the last stage of attack. It is difficult to suppress all sources
of spoofed traffic. But the time of DDoS attack is limited. Thus, an important
question of network security is an endurance of DDoS defense schemes.

About90percentofDDoSattacksusevulnerabilitiesofTCPprotocol [2].Awell-
known example of that is TCP SYN Flooding. The theme of DDoS counteracting
is popular and some defense methods against SYN flooding have been proposed.
The most popular protections recommended by CERT [3] are SYN cookies and
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SYN cache. Recently, novel approachesof anti SYN flooding protection via spoofed
packets filtering have been proposed. But the question of protection quality is not
closed.Marking shortcomings ofSYNflooding defense schemes experts point a lack
of clear rules for packets dropping policy. A modification of TCP protocol is also
undesirable. Actually, if a filter is configured to block packets that arrive at the edge
router of the source network with illegitimate source addresses then some existing
protocols like Mobile IP are violated. Furthermore, a benefit of defense schemes is
not felt directly. The necessity of a protection installation is non-obvious. To fill the
gap, in this paper we offer mathematical models for a counteracting evaluation and
comparison of protecting schemes.

The remainder of the paper is organized as follows. In the section 2 existing
SYN flooding counteractingmethods are considered. Corresponding papers are re-
viewed. In the section 3 we discuss a concept of network survivability and produce
mathematicalmodels for survivability estimationof anattacked server equippedby
protection againstSYN flooding. Section 4 evaluates the performance of the known
SYN flooding counteracting schemes. Final conclusions are produced in section 5.

2 Preliminaries

2.1 TCP SYN Flooding Details

The idea of attacks named TCP SYN flooding is based on TCP’s three-way hand-
shake scheme and its limitation in keeping half-open connections. In usual situa-
tion, when a client computer tries to get a TCP connection to a server, the client
and the server exchange series of messages which looks as follows [4]. The client
requests a connection by sending a SYN (synchronize) message to the server. The
server acknowledges this request by sending SYN-ACK back to the client, which,
responds with an ACK, and the connection is established. If a server does not re-
ceive an ACK packet during given time (timeout) then the corresponded half-open
connection is closed and a data structure describing pending connection is deleted
from the server memory. The described scheme is named three-way handshake.

Under TCP Flooding a violator organizes a lot of TCP connections with
target [3]. A victim host sends requests (SYN ASK packets) and waits confirmation
or timeout expiration of SYN packets. But a violator does not complete a hand-
shake. If an intensity of spoofed incoming flow is sufficiently large then a server
buffer (also known as a backlog queue) will be overflowed.Thus, a legal user cannot
overcome flooding and receive a service. A victim of this attack can be any network
node supporting TCP-based services like mail, Web, or FTP servers.

2.2 Defense Methods

To defense against the exhaustion of resources in the system under attack, an obvi-
ous approach is to increase a configuration tolerance as follows. The timeout period
can be reduced from default to a short time. A similar way is a timeout choice de-
pending on the distance to a SYN packet source [5]. It helps to drop half-open con-
nections quickly. But an essential part of legal requests is blocked. The reliability of
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victim system can be improved by the extension of backlog queue. In this case, the
victim computer can keep more half-open connections than before. It increases a
survivability of victim computer under DoS attacks. But in case of DDoS a victim
computer quickly exhausts extra-recourses.

The protection schemes named SYN cookies and SYN cache are recommended
by CERT [3]. SYN cookies mechanism counteracts to SYN floods by calculating
cookies that are functions of the source address, source port, destination address,
destination port, and a random secret seed [6], [7], [8]. When a SYN packet is re-
ceived, the server calculates a SYN cookie and sends it to the requesting client as
part of the SYN-ACK packetswithout allocating resources for that requests.When
ASK packet is received, the connection is established if a valid cookie is included.
In case of SYN cache [9], each SYN request is stored and a SYN-ACK response
is sent. If a valid ACK comes back, a complete connection is created. If a waiting
time of response is expired then the entry is deleted. When the SYN backlog queue
overflows, the oldest entry is ejected by new incoming SYN packet.

Many of proposed novel methods for defending against TCP SYN flooding at-
tacks are focused on a filtering policy [10]. The core of the mentioned protections is
to accurately identify spoofed packets and filter them without dropping legitimate
traffic. In this case a criterion of spoofed packet verification is an absence of ACK
packet during some predefined time. A spoofed packet can be directly detected and
blocked if the packet source has illegitimate addresses. Sometimes it is unrealistic to
make distinguish between spoofed and legitimate packet or it requires an inadmis-
sible long time. In this case some differences in behavior of spoofed and legitimate
traffic is used. A fire-wall based protection is an example of filtering. Also a legal
user can send some code for legitimacy recognition by victim computer. This way
of SYN flood counteracting requires a TCP protocol extension. Let us remark the
SYN cookies or SYN cache scheme is a kind of filtering policy.

The modern trend of SYN flooding investigations is an application of point-of-
change technique based on copulative sum algorithm [11], [12]. Early detection of
SYN flooding allows to activate a defense mechanism under attacks and deactivate
it otherwise. It improve a network throughput since network recourses are not used
for excessive verification of legal clients. Thus, change-point detection method can
be implemented in SYN protections. But it should be used carefully. Actually, if
a discard is omitted then a protection is not activated and a protected server is
successfully attacked. On the other hand, an aggressive detection criterion results
to high probability of false attack detection [13]. In this case, a network throughput
is degraded.

3 Proposed Server Model in TCP SYN Flooding
Counteraction

3.1 Server Survivability

Accordingly Federal Standard 1037C (USA), the survivability is the quantified
ability of a system, subsystem, equipment, process, or procedure to continue to
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function during and after a natural or man-made disturbance. For a given appli-
cation, survivability must be qualified by specifying the range of conditions over
which the entity will survive, the minimum acceptable level or post-disturbance
functionality, and the maximum acceptable outage duration [14].

Taking into account peculiarities of disturbance like TCP SYN flood attack,
it is reasonable to focus on a survivability of legal SYN packets. Actually, an
attacked server losses functionality but one does not receive damage. After com-
pleting the SYN flooding a server quickly renews a normal service. The real
victim of TCP SYN flooding is a normal user which cannot get a service. Let us
detail the factors of legal SYN packets acceptance by protected computer.

• Blocking Probability - A SYN packet is rejected if the SYN buffer is full.
This factor is defined by the intensity of incoming SYN flow, the intensity
of SYN packet treatment, and backlog queue size. This probability is also
known as the packets drop rate or the probability of buffer overflow. Let
pBLK be the blocking probability.

• Waiting Time for ASK Packets - A SYN packet is deleted from the SYN
buffer if corresponding SYN ASK packet does not arrive till the expiration
of established timeout. Let pout be the deletion probability for legal packet.

• Filtering Criterion - A SYN packet is rejected if it does not satisfy a
criterion of valid packet. Let us remark, a filter can drop a legal packet.
The reason of this can be a error of recognizing algorithm or a strategy to
keep only repeated SYN packets. Let pF be the probability of legal packets
rejection by a server protection.

• Repeated Requests for Connection - If a SYN packet is rejected a
source can repeatedly send new SYN packet. A number of trials nt for con-
nection affects on survivability. But this is not important for the protections
comparison.

Now we can estimate survivability of an attacked server. The probability of
connection success after nt trials equals

Sur = 1 − (1 − (1 − pBLK)(1 − pF )(1 − pout))nt ;

if nt = 1 then
Sur = (1 − pBLK)(1 − pF )(1 − pout);

For efficient filtering policy the probabilities pF and pout are about zero. Hence,
the blocking probability investigation is a main survivability factor for servers
equipped by a filter. But under SYN cache protection pBLK = 0. Thus, the
separate model will be produced for this case.

3.2 Server Model Protected by Filter

Following the discussion in section above the server survivability is defined by
the average rate of legal packets acceptance. The rate is defined by backlog queue
status. So, for survivability estimation of an victim computer it needs to calculate
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the states probabilities of a SYN packets buffer. We assume that the incoming
SYN packets flow is the Poisson process. In the case of DoS attack it is not
completely correct because a vandal usually generates false SYN packets with
maximal constant rate (deterministic flow). But in the case of DDoS attack a few
servers are used for SYN flooding generating. The distances between an attacked
computer and cracked servers are differ. The SYN packet path from source to
destination can be randomly changed. So, a sum of independent stochastic flows
is observed. This is a reason to use the Poisson process [15].

The SYN ASK packet waiting time is assumed to be exponential distributed.
It is reasonable if the limited waiting time depends on distance to a SYN packet
source [5]. Thus, outgoing flow of SYN packets from attacked buffer is also
Poisson process. The intensity of legal incoming traffic we designate as λR, the
intensity of spoofed SYN packets is S, the intensity of outgoing traffic is µ, and
the backlog queue size of attacked computer is N . Let us remark an intensity of
incoming SYN packets equals λ = λR + S.

In previous subsection we define the parameter named filtering criterion. Now
we define other important parameters of the protection.

• Quality of Filtering, QoF - The probability of spoofed packets dropping,
pQ.

• Coefficient of Deceleration, CoD - A recognition of incoming packet re-
quires some time. Hence, the intensity of SYN packets treatment is reduced.
The coefficient C defines a deceleration of packets treatment through packets
verification.

Generally, an attacked server behavior is described by M/M/N/N queue system.
The blocking probability is calculated by B-formula of Erlang:

pBLK =
( λ∗

µC )N 1
N !∑N

i=0(
λ∗
µC )i 1

i!

,

where
λ∗ = pF λR + pQS.

Usually, pF λR << pQS. As it was mentioned above, the survivability is defined
by pBLK .

It is clear that filtering worsens QoS under regular traffic. Thus, it is reason-
able to use protection under DDoS and deactivate a packets verification under
normal situation. According to the recommends for SYN cookies, if a number
of SYN packets in buffer gets some threshold K then counteracting mechanism
is activated. We offer to model the situation by Markov chains. The system be-
havior corresponds to a birth-death process with the state diagram shown in
Figure 1. The state i, i = 0 . . .N means the number of entries in the backlog
queue of attacked server equals i. The probability of state i is designated as πi.

Steady-state balance equations are

p0λ = p1µ,
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Fig. 1. Markov states diagram for protective filter

(λ + iµ)pi = λpi−1 + (i + 1)µpi+1, i = 1 . . .K − 2,

(λ + (K − 1)µ)pK−1 = λpK−2 + Kµ∗pK ,

(λ∗ + Kµ∗)pK = λpK−1 + Kµ∗pK+1,

(λ∗ + iµ∗)pi = λ∗pi−1 + (i + 1)µ∗pi+1, i = K + 1 . . .N − 1,

and the normalization condition

N∑
i=0

pi = 1

The steady-state probabilities pi, i = 1 . . .N can be expressed as

pi =
1
i!

(
λ

µ
)ip0, i = 1 . . .K − 1,

pi =
1
i!

(
λ

µ
)K−1 λ

µ∗ (
λ∗

µ∗ )N−Kp0, i = K . . . N.

Taking into account the normalization condition the states probability is
calculated

pBLK =
1

N ! (
λ
µ )K−1 λ

µ∗ (λ∗
µ∗ )N−K

∑K−1
i=0

( λ
µ )i

i! +
∑N

i=K
1
i! (

λ
µ)K−1 λ

µ∗ (λ∗
µ∗ )N−K

.

Now we can estimate the survivability of computers equipped by protective filters
against SYN flooding.

3.3 SYN Cache Model

The SYN flooding protection scheme known as SYN cache does not satisfy the
model above, although it is also a filtering based protection with criterion as
following. The number of arrivals for the wafting time of a SYN ASK packet
(hand-shake completion) should be less than N−1. Otherwise, the packet number
N pushes out corresponding SYN packet form cache. The deleted entry can
correspond to legitimate SYN packets. Thus, the quality of SYN cache scheme
is defined by the probability of legal packets rejection. Let us calculate pF .
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Taking into account the model assumption, the number of arrival during time
t is a variate distributed by Poisson with parameter tλ. Thus,

pF =
∞∑

n=N

(λt)n

n!
e−λt = 1 − e−λt

N−1∑
n=0

(λt)n

n!
.

The time t is a random value. Hence,

1 − pF =
∫ ∞

−∞

N−1∑
n=0

(λx)n

n!
e−λxft(x)dx,

here ft is the distribution density of t. If t is distributed as exponential with
parameter µ then

1 − pF =
N−1∑
n=0

λ

n!
µ

∫ ∞

0
xne−(λ+µ)xdx =

µ

µ + λ

N−1∑
n=0

(
λ

λ + µ
)n.

Last expression is a geometrical progression. So, we have

N−1∑
n=0

(
λ

λ + µ
)n =

1 − ( λ
λ+µ)N

1 − λ
λ+µ

and

pF = (
λ

λ + µ
)N ,

Sur = 1 − pF = 1 − (
λ

λ + µ
)N .

It is the formula for quality estimation of SYN cache scheme.

4 Performance Evaluation

In this section we estimate the quality of mentioned SYN flooding defense
schemes. The legal packets drop rate is under consideration. Taking into account
the results of previous section, we compare server survivability for differ DDoS
defense scenarios defined by tuning of investigated SYN protection methods. A
backlog queue size is selected as 32.

To demonstrate the effect of waiting time reduction, we carry out some cal-
culations as well Fig.2.

This type of protection is recommended under SYN flooding. Keeping this
assumption it is reasonable to use Poisson assumption for traffic model. Three
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Fig. 2. Effect of timeout reduction

cases are considered: no timeout reduction, 50 percent reduction and 25 percent
reduction. The calculations discover the following results. In the case of low
attack intensity (DoS) a benefit of timeout reduction is absent. In the case of
relatively average attack intensity (an intensive DoS or weak DDoS) any timeout
reduction delivers some benefit. For high attack intensity (DDoS) drastically
timeout increasing has got some reason. Victim computer has to communicate
with local nodes only. But it is not enough for counteracting. More over, remote
users have not any chance to get connection. The growth of probability pout

decreases a general survivability.
In case of filter based protections the parameter pout is a secondary factor. The

filtering policy seems more preferable technique. But it also has got shortcom-
ings. For example, if the packet verification time and the legal packet treatment
time are comparable then QoS drastically degrades under regular traffic. Hence,
filtering algorithm with high CoD can not be used without mechanism of protec-
tion deactivation. Under real DDoS attack (thousandfold increasing of offered
load) an admissible deviation of a recognizing algorithm (2 or 3 percent) reduces
to zero an effect of protection filter using. Thus, QoF is very critical parame-
ters. By the reason of low CoD and high QoF a defense strategy based on SYN
cookies seems very attractive.

In Fig.3 we compare SYN cache and a filtering based defense scheme. The
last approach is preferable for low attack intensity. For medium flooding
intensity all methods deliver approximately same quality. In the case of high
attack intensity an efficiency of SYN cache is higher than other SYN filtering.
This is not surprising, since the intensity of unfiltered spoofed packets exceeds
a node throughput.
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Fig. 3. Comparison of SYN cache and Filtering

5 Conclusion

In this paper we investigated a survivability of defense mechanisms against the
DDoS attack named SYN flooding. A corresponding mathematical models based
on stochastic processes have been developed. We defined main factors of a pro-
tection against SYN flooding. It is shown no defense method with pronounced
advantages and disadvantages. A method, which is preferable for some fixed
network environment, can demonstrate the worse results under insignificant de-
viation of network behavior. This is a reason for using multi-strategy for defense
against SYN flooding. Hence, the detection methods for changing of network
behavior and protection policy selection are useful. Thus, the future direction of
SYN flooding counteracting can be an efficient point-of-change based technique
for defense method selection in addition to SYN flooding counteracting.
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Abstract. As the nodes have limited battery power in Wireless Sensor Networks
(WSNs), energy efficiency and fault tolerance should be the two major issues in
designing WSNs. However, previous studies on positioning base stations (BSs)
in WSNs are focused on energy efficiency only. Yet, mission-critical applications
like emergency medical care systems should be guaranteed continuous services
considering fault tolerance. In this paper we propose to place multiple BSs con-
sidering not only energy efficiency but also fault tolerance. We present two strate-
gies to find the optimal position of BSs; (1) minimizing the average transmission
energy for energy efficiency; and (2) minimizing additional energy consumption
after a BS failure for fault tolerance. The optimal positions for multiple BSs are
derived by the metric that considers both energy efficiency and fault tolerance,
with a weight factor. Our simulation results show that fault tolerance is important
and strongly related to elongation of network lifetime. In addition, we show that
our proposed scheme is more energy-effective than previously suggested strate-
gies on unexpected environmental changes which occur commonly in WSNs and
sustain the network lifetime effectively under BS failures.

1 Introduction

Wireless sensor networks (WSNs) consist of a large number of sensors, which are small
devices with sensing, processing and transmitting capabilities with limited power re-
sources. Sensors in WSNs monitor a region and transmit information to the base sta-
tions (BSs) via wireless channels. The communication between sensors and BSs can
be either direct (single-hop) or multi-hop. The energy consumption of each sensor is
strongly related to the distance between the a sensor and a BS. Recent studies for en-
ergy efficiency in WSNs are mostly focused on minimizing the transmission distance by
enhancing routing protocols or utilizing mobility of devices in WSNs. Recently, there
have been several studies on BS placement for energy efficiency. Gandham et al. in-
troduced the importance of energy efficient BS placement [1]. Vaas et al. presented the
idea of moving the BS of a sensor network, in order to decrease the amount of energy
required for communication [2].

Fault tolerance is also a critical issue in designing WSNs. Due to the limited battery
and a hostile environment of WSNs, sensors and base stations are vulnerable and can
be frequently inactive. Inactive devices increase the energy consumption of numerous
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sensors and eventually decrease the network lifetime; it discontinues the services in a
network at all. However mission-critical applications like the emergency medical care
or national defense should be guaranteed with continuous services, minimizing failures
of BSs and sensors. Especially, failures on BSs give much more impact to a network
than failures on sensor nodes. Zimmermann et al. emphasized that a BS can be faulty
and the BS failure can severely degrade the performance of WSNs [3].

In this paper we propose the positioning of multiple BSs considering both energy ef-
ficiency and fault tolerance. We use minavg, minimizing the average energy consump-
tion, for the measurement of energy efficiency. This strategy is proven to be the best
choice of three strategies by experiments in [2]. In addition, to consider fault tolerance
of a WSN, we propose a new key-point to minimize additional energy consumption
after a base station failure. Failure on a BS brings much more effects to a WSN than
failure on a sensor, therefore we focus on BS failure to measure fault tolerance. The
difference between our work and previous studies considering both energy efficiency
and fault tolerance [4,5,6] is that we find the optimal placement of multiple BSs, while
the authors of [4, 5, 6] try to enhance routing protocols of WSNs.

The main contribution of our proposed scheme is guaranteeing the elongation of the
network lifetime in WSNs, while regarding the failure of BSs. Our simulation results
show that using our scheme, which balances energy efficiency and fault tolerance, can
sustain the network lifetime twice more than using the scheme considering only energy
efficiency.

2 System Model

2.1 Assumptions

Before we describe the system model, we state our assumptions for this work.

– We assume that the sensors are randomly distributed, on a n × n region.
– There are multiple sink nodes in the network, which are called base stations (BSs).

We assume that base stations do not have limited energy constraints.
– The sensors are static and have energy constraints.
– Only a single device may occupy a single x-y coordinate.
– The sensors operate in an event-driven way.
– The time is split into equal periods and we assume that an event can be reported

only at the beginning of a time period.
– To calculate the transmission energy between a sensor and a BS, we assume that

the sensors communicate with the BS directly, i.e. single-hop.
– The energy used for communication is proportional to dα, where d is the transmis-

sion distance and α is the attenuation parameter, typically between 2 and 4. [2]
– Although sensing requires additional energy, this is far less than the energy used in

communication; thus we neglect it. [2]

2.2 Minimizing Average Energy Consumption

Vass et al. proposed three strategies for positioning BSs: minavg, minmax and min-
rel [2]. The minavg strategy is to minimize the average (total) energy consumption us-
ing the distance between sensor nodes and BSs, the minmax strategy is to minimize the
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BS

Sensor

Faulty BS

Fig. 1. Additional energy consumption caused by the failure of a BS

transmission energy for the most remote sensor in the network, and the minrel strategy
is to minimize the maximum relative energy that a sensor node has to spend on trans-
mission. Through the experimental results of these three strategies in [2], the minavg
strategy is proved to be the best strategy for prolonging the network lifetime. Therefore
we use the minavg strategy when considering energy efficiency. Let V denote the set of
all sensors, and A ∈ V the set of active sensors. Let (x, y) denote the coordinates of the
BS, and (xi, yi) the coordinates of the ith sensor (i ∈ V ). The energy needed for node
i to transmit data is

Ei = E0
(
(x − xi)2 + (y − yi)2

)α/2
, (1)

where E0 is a constant and α is the attenuation parameter. The energy consumed by all
the active sensors is E = 1

n(A)

∑
i∈A Ei, here n(A) is the number of active sensors. It

is clear that the optimal location which makes E the smallest is

(x0, y0) = arg min
(x,y)

E. (2)

In a WSN with the region of n × n, where the sensors are uniformly deployed, the
optimal location for the initial BS is ( 1

n , 1
n ). However, there is no closed solution for

Eq. (2) since it depends on the network topology. Therefore, it should be solved using
optimization methods.

2.3 Minimizing Additional Energy Consumption after BS Failure

We now measure the tolerance of a WSN against faults on BS. Although failure on
a sensor node also effects the a network, this is far smaller than the effect by failure
on a BS; thus, we only consider BS failure. There are various factors that make a BS
faulty: energy depletion, attacks on purpose or natural disasters. Fig.1 shows the effect
of BS failure in a WSN with two BSs. It is clear that the average distance between
each sensor node and its nearest BS increases after a fault. It shows that failure on a
BS increases total energy consumed in the network and eventually decreases the total
network lifetime. Thus, a network is fault-tolerant if the difference between a network
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before the occurrence of faults and a network after the occurrence after faults is small.
Additional energy consumption after faults on f(0 ≤ f ≤ k) BSs is

Ef = maxE′(f) − E, (3)

where E′(f) is the average energy consumption of all active sensors when f BSs are
faulty. Since Ef varies to the position of faulty BSs, we choose the maximum E′(f)
as the worst case. Eq. (3) is only possible when there are multiple base stations in a
network, since with a single BS, Ef will be a value of 0 or ∞. Also, E′(f) ≥ E since
routing distances of sensors which have been communicating with BSs that are faulty
increases. A network is fault-tolerant if Ef is small, since it means the effect of faulty
BSs to the energy consumption is low. Therefore, the optimal location for jth base
station (j > 1) is defined as

(xj , yj) = arg min
(x,y)

Ef . (4)

2.4 Synthesis of Energy Efficiency and Fault Tolerance

We proposed an energy-efficiency metric E and a fault-tolerance metric Ef in the pre-
vious subsections. The position that makes E and Ef to the minimum is the optimal
position for BS positioning. However it is difficult to minimize both two metrics si-
multaneously. We show this tradeoff in the next section. To solve this problem we sum
two metrics using a weight factor ω. Φ(f, ω) is the function reflecting both energy ef-
ficiency and fault tolerance with f faulty nodes and weight factor ω. This is defined as,

Φ(f, ω) = (1 − ω) · E − Emin

Emax − Emin
+ ω ·

Ef − Emin
f

Emax
f − Emin

f

, (5)

where f is the number of faulty BSs as used in Eq. (3). E and Ef are all normalized
to Emax, Emin, Emax

f and Emin
f . Φ(f, ω) can be an energy-efficient function when

ω = 0, a fault-tolerant function if ω = 1, or an equally balanced function if ω = 0.5.
The optimal position of the jth BS with f faulty nodes which is derived from Eq. (5) is

(xj , yj) = arg min
(x,y)

Φ(f, ω). (6)

2.5 Scheme for Optimal BS Positioning

With Φ(f, ω) we can derive the optimal position to place a BS. Fig. 2 shows a brief
scheme to find the optimal position for the (k + 1)th BS. When finding the optimal
position of the initial BS, we use Φ(0, 0) since fault tolerance is not considered as
previously mentioned. Otherwise we use Φ(f, ω), which reflects both energy efficiency
and fault tolerance. We search the position for BSs in a greedy method rather than a
simultaneous method. This is because there is a big difference in complexity between
the two methods. The complexity of the greedy method is O(n). Yet, the complexity of
the simultaneous method is O(nα) where α is the number of BSs. This is complexity
is much higher compared to the complexity of the greedy method.
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Optimal Positioning Scheme for the (k + 1)th BS

k : number of previously deployed BSs
n : width/height of a WSN
(x, y) : optimal placement of the (k + 1)th BS
f : number of faulty BSs (0 ≤ f ≤ k + 1)
Φij : Φ(f, ω) when the (k + 1)th BS is placed at (i, j)

Φtemp = 1 , x = 0 , y = 0
if k = 0

for i = 1 : n
for j = 1 : n

Φij = Φ(0, 0)
if Φtemp > Φij then

Φtemp = Φij , x = i, y = j
endfor

endfor
else (if k > 0)

for i = 1 : n
for j = 1 : n

Φij = Φ(f, ω)
if Φtemp > Φij then

Φtemp = Φij , x = i, y = j
endfor

endfor

Fig. 2. Pseudocode for the optimal position (x, y) of the (k + 1)th BS using Φ(f, ω)

3 Simulation Results

In this section, using our simulations, we show the effectiveness of positioning multi-
ple BSs while considering both energy efficiency and fault tolerance. First, we find the
optimal position for the initial BS using E, the metric for energy efficiency. Second,
we find the optimal position for the second BS using Φ(1, 0), Φ(1, 0.5) and Φ(1, 1),
and compare the additional energy consumption by simulating a BS failure. Finally, we
compare the energy consumption of a network with three BSs placed with the three
different metrics. The network lifetime under different metrics (Φ(f, 0), Φ(f, 0.5) and
Φ(f, 1)) and the number of faulty BSs (0 ≤ f ≤ 2) shows the necessity and effective-
ness of considering both energy efficiency and fault tolerance, especially in vulnerable
network environments.

3.1 The Optimal Position for the Initial BS

For simulations, we use a 20 × 20 region WSN with 100 sensor nodes deployed at
random positions, as shown in Fig.3. As mentioned in the previous section, only energy-
efficiency is considered in finding the optimal position for the initial BS; F is not capa-
ble if a single BS is deployed in a network. The optimal position of the initial BS in our



Energy-Efficient and Fault-Tolerant Positioning of Multiple Base Stations 589

 0

 2

 4

 6

 8

 10

 12

 14

 16

 18

 0  2  4  6  8  10  12  14  16  18

y

x

Sensor node

Fig. 3. Deployment of sensors for the simulation

testbed network is (9,9), where E is minimized to the smallest using Eq. (2). If sensor
nodes are uniformly deployed in a network, the optimal location for the initial BS is
center of a network.

3.2 The Optimal Position for the Additional BSs

Next, we find the optimal position for additional BSs. Unlike the initial BS, here we
consider not only energy efficiency but also fault tolerance. We run simulations in three
different conditions while varying the weight factor ω; (a) Φ(1, 0) to consider energy
efficiency only, (b) Φ(1, 1) to consider fault tolerance only, and (c) Φ(1, 0.5) to consider
both energy efficiency and fault tolerant with equal proportion.

Fig.4 (a) shows that two additional BSs are located far from the first BS. This is
because placing additional BSs near the initial BS hardly decreases E. However in
cases like these, the energy consumption can be seriously increased if a failure occurs
to any BS, especially the initial BS. In the latter part of this section, we measure and
compare the energy consumption of each metric under the occurrence of a BS failure.

On the other hand, positioning the additional BSs near the initial BS makes a network
tolerant to BS failure as shown in Fig.4 (b). The positions of two additional BSs that
minimize Φ(1, 1) are (9,8) and (9,10), marked as rectangles in Fig.4 (b). This is because
the closer the additional BSs gets to the initial BS, the smaller the additional energy
consumption gets when a BS faces a fault. However, here the average distance hardly
decreases after the positioning of the additional BSs; the advantage of adding more BSs
is technically undesirable.

Φ(1, 0.5) reflects energy efficiency and fault tolerance with a balanced ratio of 50%
each. As seen in Fig.4 (c), the distance between the three BSs are shorter than Fig.4 (a)
but longer than Fig.4 (b). It shows that Φ(1, 0.5) does not minimize both E and Fn, is
more fault-tolerant than Φ(1, 0) and more energy-efficient Φ(1, 1).
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(a) Φ(1, 0) - Energy-efficiency only
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(b) Φ(1, 1) - Fault-tolerance only
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Fig. 4. Optimal positioning of three BSs using Φ(1, ω)

3.3 Comparison of the Energy Consumption

We run simulations for comparing energy consumption for each base station placement
algorithm. Each simulation is performed to check the number of sensor nodes that are
still actuve in the network per each round. A round is the unit of time and consists of
k events. The number of events within a round is modeled as a uniformly-distributed
random variable between 0 and n(A), where n(A) is the number of active sensor nodes.
A sensor node is randomly chosen to communicate with the nearest BS for every event.
Every active sensor sends the same amount of data in a round, and communicate with
the nearest BS directly, i.e. singlehop. The initial energy for each sensor is 300 J, E0 is
0.25 J and the attenuation exponent α is set to 3.

First, we simulate the energy consumption of the network with a single BS and plot
the number of sensor nodes that remain active for 100 rounds in Fig.5. The first sensor
dies in the first round and the end of the 100th round 9 nodes remain alive when the
BS is located at the worst position, e.g. where E is maximized (Fig.5 (a)). On the other
hand, the first sensor dies in the sixth round and more than 28 nodes are alive after 100
rounds if the BS is located at the optimal position e.g. where E is minimized (Fig.5 (a)).
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Fig. 5. Energy consumption with a single BS
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Also when the BS is at its worst position, the last sensor dies within the 300th round.
However, the final node dies near the 2500th round when the BS is place at a position
with minimum E, showing performance of 800% than when E is maximized (Fig.5
(b)). As expected, placing the first BS to the position where E is minimized decreases
the energy consumption of sensors and increases the network lifetime. Through Fig.5 it
is seen that considering E as a metric is a necessity.

Second, we simulate the energy consumption of the network with two BSs and plot
the number of sensor nodes that remain active for 100 rounds in Fig.6. The simulation
environment is equivalent to the simulation done for the network with a single BS in
Fig. 5. However, to measure fault tolerance, we assume there is a BS failure in the
50th round and only one BS can be active from that point. The network with two BSs
placed at the Φ(1, 0) position shows the best result among the three conditions when
there is no faulty BS in the network (round 0 to 50). This result is what we expected,
since the smaller the weight factor ω becomes, the more energy-efficient the network is.
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However, the result becomes quite different when we start to consider faults in BSs. The
arrows indicate the difference in the number of active nodes when a network consists of
a BS with fault to a network with all BSs active. Since Φ(1, 0) only considers energy ef-
ficiency and does not consider fault tolerance at all, Φ(1, 0) shows the widest gap. Con-
sequently when using Φ(1, 0), we can imply that a BS failure in the network can rapidly
decrease the network lifetime. The results of Φ(1, 0) gets even worse than the network
using Φ(1, 1). On the contrary, the network using Φ(1, 1) is the most fault-tolerant of
all; since Φ(1, 1) only considers fault tolerance, despite of the losses in energy effi-
ciency. The network using Φ(1, 0.5) shows moderate decrement in the number of nodes
remaining active after a BS failure. The energy consumption without BS failure is not
the best of the three, but approximates to the result of Φ(1, 0). Also, the additional en-
ergy consumption due to a BS failure shows far better performance than the result of
Φ(1, 0). Although the numbers fall it still remains higher than that of Φ(1, 1). Therefore,
Φ(1, 0.5) shows the most desired result between the three conditions in the network on
a comprehensive basis.

Third, we perform the simulation of energy consumption in the network with three
BSs and plot the round when the last node dies, showing the the network lifetime.
Fig.7 shows the network lifetime for each metric: Φ(f, 0), Φ(f, 1) and Φ(f, 2). We
vary f , the number of faulty BSs, from 0 to 2, to identify the decrement of network
lifetime by the number of faulty BSs. When using Φ(f, 0), the network lifetime for
the network without BS faults is the longest compared to the other two cases. Yet,
the lifetime decreases rapidly by BS failures. On the contrary when using Φ(f, 1), the
network lifetime without fault is not desirable but fault tolerance is the best of the three
metrics. This can be implied from the fact that the graph for Φ(f, 1) does not change
severely in any of the three cases (f=0, f=1, and f=2). The balanced metric Φ(f, 0.5)
reduces the additional energy consumption by BS failure and increases the network
lifetime better than Φ(f, 0). Φ(1, 0.5) improves the network lifetime up to 15% than
Φ(1, 0), and the lifetime of Φ(2, 0.5) is over 200% of Φ(2, 0).
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4 Conclusion

In this paper we propose an energy-efficient and fault-tolerant method in positioning
multiple base stations for wireless sensor networks. Through our simulations, we show
that by considering both energy-efficiency and fault-tolerance in selecting the optimal
position for multiple base stations can increase the total network lifetime. This is com-
pared to other work that have only considered energy-efficiency and fault-tolerance sep-
arately. In this work we have used ω as 0.5 to give equal balance to energy-efficiency
and fault-tolerance. Yet, in our future work we plan to find the optimal value for ω.
We expect the optimal value to vary in various situations, so many different situations
will be considered in our future work. Also we plan to expand our work in a dynamic
wireless sensor network where each sensor node has mobility.
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Abstract. Recently, wireless sensor networks have improved for many
applications aimed at collecting information. However wireless sensor
networks have many challenges to be solved. One of the most critical
problems is the energy restriction. Therefore in order to extend the life-
time of sensor nodes, we need to minimize the amount of energy con-
sumption. In many cases, sensor networks use routing schemes based
on the tree routing structure. But when we collect information from a
restricted area within the sensor field using the tree routing structure,
the information is often assembled by sensor nodes located on different
tree branches. In this case unnecessary energy consumption happens in
ancestor nodes located out of the target area. In this paper, we propose
the Sensor Network Subtree Merge algorithm, called SNSM, which uses
the union of disjoint set forest algorithm for preventing unnecessary en-
ergy consumption in ancestor nodes for routing. SNSM algorithm has
3-phases: first finding the disjoint set of the subtree in the sensor field;
second connecting each disjoint subtree with the closest node; and third
virtually disconnect the subtree connected to new tree branch from pre-
vious tree structure. In the simulation, we apply SNSM algorithm to a
minimum spanning tree structure. Simulation results show that SNSM
algorithm reduces the energy consumption. Especially, SNSM is more
efficient as number of sensor nodes in a sensor field increases.

1 Introduction

Advances in MEMS (Micro-Electro Mechanical System) have led to the emer-
gence of wireless sensor networks. Each sensor consists of a processor unit, stor-
age unit, wireless transmission unit, power unit and sensing unit [1,12]. These
sensor nodes are spread in a sensor field for measuring the environment. Each
sensor node scattered in the sensor field is part of the network. When receiving
a query from a user, the base station sends the query to nodes in the target area
for collecting the information through the formed network. Because there is no
wireless network infrastructure, each sensor node plays a role as either a routing
or sensing node. The sensor node being of small size contains many restrictions
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Fig. 1. The example of merging the subtrees

such as limited battery power, low capability of processor, short radio range, and
limited storage [4,15]. The energy constraint is one of the most critical problems.
It is almost impossible to replace the low level battery in many sensor nodes de-
ployed in sensor fields. If we consider the aspect of energy consumption, we can
observe that energy cost for transmitting is large when compared to the data
processing cost [11]. Therefore in order to reduce the energy consumption for
transmitting messages, many researchers try to find energy efficient techniques
such as in-network aggregation [7], clustering [6,8,5,14], various multi-hop rout-
ing schemes [2,7,13], and so on.

In the in-network aggregation, there are several advantages for minimizing the
communication cost. Especially, partial results that come from children nodes
are combined in each intermediate node and then the aggregated results go
up to the parent node. This saves considerable energy over the entire sensor
network [9].

One method to save energy consumption is through clustering. It can also be
used to reduce the energy consumption for sending the messages. One cluster
head collects the sensing data from neighborhood nodes and then transmits to
the parent node or base station.

Clustering methods and in-network aggregation work in tandem with the rout-
ing schemes for the wireless sensor network. Usually, single-hop routing schemes,
in which each sensor is directly connected to the base station, needs more energy
than multi-hop routing schemes, in which sensor nodes are connected to the base
station through intermediate nodes [2]. This is because energy consumption of
transmission is relative to distance. However, even if we use methods such as in-
network aggregation and clustering and multi-hop routing schemes, unnecessary
energy can be used for routing. For example, in Fig. 1, if a base station receives a
spatial query like “What is the average temperature in region A”, we have to use
several routing subtrees to access the target area A. In this case, some ancestor
nodes are used for routing unnecessarily. In the case of using the subtree B for
routing, if we connect the subtrees A, B, and C to each other within the region
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A, we do not need to use the nodes L and M and also ancestor nodes of subtree
C such as nodes I and J for routing. Therefore we can reduce the overall energy
consumption.

For preventing the unnecessary energy consumption in ancestor nodes for
routing, we propose the Sensor Network Subtree Merge algorithm, called SNSM,
using the union of disjoint set forests algorithm [3]. SNSM algorithm has three
phases. In the first phase, we find the disjoint set of the subtrees in the target
area. In Fig. 1, there are three subtrees A, B and C in the target area A. Hence
through phase 1, we recognize the disjoint subtrees in the target area. In the
second phase, we try to connect each disjoint subtree with its closest node in the
target area. In the third phase, we disconnect any subtrees connected to a new
tree branch from the previous tree structure.

The remainder of this paper is organized as follows. In section 2, we provide
an overview of our network model. In section 3, we introduce the three phases
of SNSM algorithm. The performance study is reported in section 4. Finally,
section 5 presents concluding remarks.

2 Network Model

2.1 Radio Model

When transmitting and receiving the sensing data, each sensor node consumes
energy. Therefore in order to measure the energy consumption in sensor net-
work, we use the first order radio model presented in LEACH [5]. In this radio
model, transmitter or receiver utilizes Eelec=50nJ/bit and there is a transmit
amplifier defined as εamp=100pJ/bit/m2. It also assumes the radio channel to
be symmetric, which means the cost of transmitting a message between node A
and node B is same bidirectionally. This radio model calculates the energy used
for k-bit message to be sent over a distance ’d’ as:

ETx(k, d) = Eelec ∗ k + εamp ∗ k ∗ d2 (1)

ERx(k) = Eelec ∗ k (2)

In formulas (1) and (2), ETx is the energy used for transmission and ERx is the
energy used for receiving k bits of data. The transmission energy is dependent
on the distance parameter ’d’. The energy will be increasing at a high rate as
the distance increase. Hence as distances increase, multi-hop routing structure
consumes less energy than single-hop routing.

2.2 Preliminaries

In the sensor network, a routing structure corresponds to undirected graph G =
( V , E ). V is defined as the set of sensor nodes, V = {n1, n2, n3, ni}. E is the
set of edges. Each sensor node ni ∈V can send the sensing data within range
of a radius denoted by R. If the distance between node ni and nj (denoted as
d(ni,nj)) is within R, the edge between nodes ni and nj is defined as eij∈E. In
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this case, the weight w(ni,nj) denotes the cost to connect ni and nj . In our sensor
network, we apply SNSM algorithm to a minimum spanning tree structure used
for routing. In this work, we assume the following properties for the suggested
algorithm:

– The sensor nodes distributed over a geographical area are homogeneous and
each has a unique node id.

– Each sensor node is aware of their position with the GPS.
– All sensor nodes can send a message to the base station via multi-hop routing

and control the power of their radio range transmission depending on the
distance

2.3 In-Network Aggregation

In wireless sensor network, constrained energy is one of the critical problems.
The advantages of using the in-network aggregation are to minimize energy
consumption and incur no approximation error [9]. In in-network aggregation,
each node computes the query in its own place, and produces a local result.
For example, if base station receives the MAX aggregation query, each node
receives the max value of the sensing data from children nodes, then applies
its sensing data to the max value and sends the result to the parent node. In
Fig.2, sensor node G aggregates the data from the sensor nodes F and I. Also
sensor node O aggregates from sensor nodes M and Q, and D from A and G.
Finally the root node K aggregates data from nodes D and O. Hence in-network
aggregation reduces the cost of transmission. Also, the value of max would be
exact. In order to send and receive messages, all nodes are synchronized [7]. For
example, when node G has two children, node G is allotted enough time period,
called epoch in TAG [7], for receiving sensing data from nodes F and I. If node
G is not allotted enough time, node G sends the result to its parent without
receiving the sensed data from nodes F or I. Therefore query response time is
affected by epoch duration. Also epoch duration is dominated by the depth of the
routing tree.
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Input : position of target area.
1:  find the leaf node in the target area
2:  for each ni� V[G]
3:     if ni� leaf node of target area
4:       then leaf[ni] � leaf node of target area
5:  for each ni� leaf[V]
6:      while ( leaf[ni] has parent &&

P(leaf[ni]) is in the target area )
7:          do leaf[ni] � P(leaf[ni]
8:      root_node[ni] � leaf[ni]
9:      return root_node[ni]
Output : root node of each subtree in target area.

Algorithm 1 : Finding the disjoint subtree in target area.

Input : position of target area.Input : position of target area.
1:  find the leaf node in the target area
2:  for each ni� V[G]
3:     if ni� leaf node of target area
4:       then leaf[ni] � leaf node of target area
5:  for each ni� leaf[V]
6:      while ( leaf[ni] has parent &&

P(leaf[ni]) is in the target area )
7:          do leaf[ni] � P(leaf[ni]
8:      root_node[ni] � leaf[ni]
9:      return root_node[ni]
Output : root node of each subtree in target area.

Algorithm 1 : Finding the disjoint subtree in target area.

Input : position of target area.

3 The Sensor Network Subtree Merge Algorithm

In this section, we describe the sensor network subtree merge algorithm, called
SNSM, using the union of disjoint set forest algorithm. The three phases of the
algorithm are described in the following three subsections.

3.1 Phase-1: Finding the Disjoint Subtrees for a Given Range
Query

In Phase-1, we describe Finding Disjoint Subtrees algorithm, called FDS algo-
rithm, based on the union of disjoint-set forests algorithm. After the sensor nodes
are distributed in the sensor field, an initial routing tree is formed for sending
the initial information of each sensor node to the base station. The initial in-
formation of each sensor node is denoted by D = {position, unique id, id of
neighborhood nodes}. The base station constructs the minimum spanning tree
for routing from the initial information D received from all the sensor nodes.
This minimum spanning tree becomes the basic tree structure for routing.

Once a spatial range query is submitted to the base station, the base station
recognizes the disjoint subtrees within the target area of the query through the
FDS Algorithm (Algorithm1). For example, in the FDS algorithm, if a base sta-
tion receives the following spatial query from a user: “What is the average tem-
perature in region A”, the base station finds the sensor nodes within the target
area A. leaf[ni]Then the base station finds the leaf nodes within the target area
(Line 1). Even if some sensor nodes have children nodes out of the target area,
they become leaf nodes for this particular query. For example, in Fig.1, nodes O,
P, Q, R, S, T are leaf nodes in target area A. In lines 2 - 4, we save the leaf nodes
to array. In line 6, P(leaf[ni]) means parent of leaf node ni. Also root node[ni] is
the root node of a subtree (Line 8). After finding the leaf nodes, we find the root
nodes of the subtrees (Lines 5-9). If a leaf node has a parent node, its parent
node become a leaf node recursively until we find a root node of a subtree within
the target area (Lines 6-8). In Fig. 1, the node Z become a root node of subtree
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Input : Set of node in each subtree
1:  for ni� Sm
2:     for nj� Sn
3:        do min_distancei ( ni , nj)
4:        if min_distanci-1 > min_distancek
5:        then subtree_connector1� ni
6:              subtree_connector2� nj
7:  connect ( subtree_connector1, subtree_connector2)
Output : Connection of the two nodes with the closest

distance over different subtree

Algorithm 2 : Finding the closest node over different subtree branch.

Input : Set of node in each subtree

distance over different subtree

Input : Set of node in each subtree
1:  for ni� Sm
2:     for nj� Sn
3:        do min_distancei ( ni , nj)
4:        if min_distanci-1 > min_distancek
5:        then subtree_connector1� ni
6:              subtree_connector2� nj
7:  connect ( subtree_connector1, subtree_connector2)
Output : Connection of the two nodes with the closest

distance over different subtree

Algorithm 2 : Finding the closest node over different subtree branch.

Input : Set of node in each subtree

distance over different subtree

A within the target area. Therefore in Fig.1, we find three root nodes in the
target area A through the Algorithm 1.

3.2 Phase-2: Finding the Closest Node over Different Subtree
Branches

In Phase-2, we illustrate how to find the closest node in different subtree branches
and connect the closest nodes to each other. Let all sensor nodes in subtree ’Si’
be the set Si = { n1, n2, n3,... , ni }. For example, in Fig.1, there are three
subtree sets Sa, Sb, and Sc. In this case, the distance of node Z in subtree A
and node Y in subtree B is the closest. Also, the distance of node X in subtree
B and node R in subtree C is the closest. Hence through Algorithm 2 we find
the nodes which are connected with the closest distance in each pair of subtrees,
such as node Z, Y, X, and R. Then, we connect node Z to node Y and node R
to node Y. In Algorithm 2, ni and nj are nodes that belong to subtree Sm and
Sn respectively (Line 1-2). In line 3, the min distancei(ni, nj) means minimum
distance between ni and nj . The minimum distance is defined as follows

min distancei(ni, nj) = {ni ∈ Sm, nj ∈ Sn | min{distance(ni, nj)}} (3)

In lines 5-6, subtree connector1 contains a node of the subtree Sm and sub-
tree connector2 has a node of the subtree Sn. If we connect these two nodes, the
distance of the two subtrees become the closest distance (Line 7).

3.3 Phase-3: Disconnecting a Subtree from the Previous Tree
Structure

In this subsection, we show how to disconnect a subtree from the previous tree
structure. The base station sends the changed routing information to subtree
connectors such as Z, Y, X and R in Fig.1. Among the subtrees in the target
area, we chose only one subtree for routing. Therefore other subtrees send the
sensing data to subtree through the subtree connectors. Also we have several
criteria to select the subtree for routing in the target area. For example, in
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Fig.1, because subtree B has a smaller number of ancestor node than subtree C
in its path to the base station as well as a longer depth in the target area A than
subtree A, node Y becomes the root node in the target area A. For selecting the
main subtree in a particular query target area, we check the number of ancestors
and then if we have same number of ancestor, we check the depth of subtree. The
subtrees A and C become the new branches of subtree B. Connection between
node Z and node M is cut off for connecting between node Z and node Y.

4 Simulation

In this section, we present a simulation environment for SNSM algorithm and
the results of the simulation. We are interested in studying the energy efficiency
for spatial query routing. Thus, we evaluated the performance of the SNSM
algorithm with the following metrics: 1) energy consumption of the spatial query
in sensor fields, 2) effect of sensor density, and 3) effect of range for spatial query
area. We compare SNSM algorithm with minimum spanning tree used by many
researchers [10].

In the experiments, homogeneous sensors are deployed in a 500 X 500m2

sensor field area. We simulate 4 cases: 50 sensors/500X500m2, 100 sensors/500X
500m2, 150 sensors/500X500m2, 200 sensors/500X500m2. For the radio range,
all nodes can control the power of radio range. After connecting the disjoint set,
each sensor in the target area transmits sensed data to the base station. Also
for measuring the energy consumption for transmitting and receiving data, we
used the LEACH energy model [5], using radio electronics energy 50nJ/bit and
radio amplifier energy 100pJ/bit. We assume that the amount of energy in each
node is considered as 1 Joule and the packet size is 1500 bits.

4.1 Effect on Energy Consumption for Spatial Query

In a sensor network, it is important to reduce the energy consumption of each
sensor node. If some sensor nodes die earlier than others, even if other sen-
sor nodes have enough energy, the entire sensor network structure can collapse
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Fig. 4. These graphs show the efficiency on the ratio of a special query area

rapidly. In this experiment, we compared SNSM algorithm with minimum span-
ning tree using the parameter of energy consumption of a spatial range query in
the sensor field. For our experiment, we randomly chose the target area for the
spatial query. The ratio of the query target area to the total sensor field area is
11%. In Fig.3 (a), as we increase the number of sensor nodes, energy consump-
tion of total sensor nodes for spatial range query also increases. After we apply
SNSM algorithm to minimum spanning tree, we obtain the result that energy
efficiency of the merged tree is higher than minimum spanning tree structure.
Especially, efficiency of energy consumption improves as the number of nodes in-
creases. Therefore SNSM algorithm has better performance with a large number
of sensor nodes than with a small number of sensor nodes.

4.2 Effect on the Density of Sensor Nodes

In this experiment, we measured percentage of query regions to which the SNSM
algorithm changes the tree structure as the total number of nodes increases. In
Fig 3. (b), when we spread 50 sensor nodes in the 500 X 500m2, SNSM algorithm
improves performance in 1.38% out of the total sensor field area. But in the
environment having 200 sensor nodes, the ratio of using SNSM increased to
36%. Therefore we can obtain the result that SNSM algorithm performs better
in the environment that has high density of sensor nodes.

4.3 Efficiency on Ratio of Spatial Query Area

In the third experiment, we measured ratio for using SNSM algorithm and num-
ber of hops as we increased the range of the spatial query area. In Fig.4 (a), we
show the result of this simulation. In this result, as we increase the region of
spatial query area, this increases the benefits of SNSM algorithm. For example,
consider a spatial query like “What is the average temperature in region A”.
When the area of region A is 2.7% of entire sensor area, the ratio of using SNSM
algorithm is 13%. Then, as we increase the area of region A to 11%, the ratio
of using SNSM algorithm increases to 61%. In the case of number of hops, as
we increased the range of spatial query area, the number of hops also increases
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because of the larger target area, and the larger number of sensor nodes. In
Fig.4 (b), the number of hops in SNSM algorithm is less than minimum span-
ning tree structure. Therefore SNSM has better performance than minimum
spanning tree structure.

5 Conclusion

In this paper, we have described SNSM algorithm based on the union of disjoint
set algorithm when applied to minimum spanning tree. Also SNSM algorithm
works on the in-network aggregation schemes for sensor networks. We reduce
the energy consumption for routing in sensor network for spatial range query
through the SNSM algorithm. In the simulation, we applied SNSM algorithm
to minimum spanning tree. If there are other kinds of routing tree structures,
SNSM algorithm can also be applied to those. As we mention in the simulation
section, SNSM algorithm improves energy consumption in sensor networks with
tree structures because we remove the redundant energy consumption in ancestor
nodes for routing.
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Abstract. In this paper, we analyze packet delay and energy consump-
tion of the sensor-medium access control (S-MAC) protocol under un-
saturated conditions. Since the S-MAC protocol always behaves with a
fixed frame length, the frame-based architecture should be reflected in
the S-MAC analysis. In addition, the node contention for transmitting a
packet is also considered for more practical analysis on packet delay than
that in the original paper suggested by Ye et al. [2]. Hence, we employ a
Markov chain model to express the S-MAC behavior for the considera-
tion of back-off delay, including node contention. Numerical results show
the average packet delay and energy consumption of the node according
to offered load and duty cycle where a practical mote running S-MAC is
used.

1 Introduction

Generally, because many sensor motes operate using limited-life batteries in
wireless sensor fields, refined techniques to reduce energy consumption have been
required, and many schemes have been proposed at the MAC-level [1]-[3]. In
particular, the sensor-medium access control (S-MAC) protocol [1], one of the
famous MAC protocols designed for wireless sensor networks (WSNs), is a classic.
Nevertheless, it gives a good illustration for the frame-based MAC protocols
applying sleep-scheduled techniques in WSNs.

The S-MAC protocol basically gains energy efficiency by using a periodic
sleep interval determined by the duty cycle (DC), the ratio of listen interval to
frame length [2]. Although the idea is to give reduced energy consumption of de-
ployed nodes, the added sleep duration increases the time delay for transmitting
a packet [1], [2]. In addition, because the S-MAC protocol uses contention-based
channel access, the packet delay will also increase by contending nodes. Recently,
analytic evaluations of S-MAC performance reflecting the behaviors of contend-
ing nodes have been presented [4], [5]. However, the analytic forms are expressed
based on the analysis result of the IEEE 802.11 MAC protocol under saturated
conditions [6]. That protocol has a slot-based architecture in which the dis-
tance between two consecutive distributed interframe spaces (DIFS) may vary

T. Vazão, M.M. Freire, and I. Chong (Eds.): ICOIN 2007, LNCS 5200, pp. 604–613, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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depending on idle, collision, or successful transmission. In the frame-based S-
MAC protocol, the frame is composed of a set of slots, and the distance between
two consecutive DIFS is always fixed [8]. Because each node regularly repeats
listen/sleep intervals, the nodes in one-hop should follow the same schedule, and
they compose one virtual cluster to transmit their own packets to a relay or
sink node. Therefore, its frame-based architecture is one significant feature in S-
MAC modeling and performance analysis. Moreover, it is important to consider
unsaturated conditions because the variation of offered load affects the energy
consumption as well as the packet delay by the node contention.

In this paper, we analyze the packet delay and the energy consumption of
the S-MAC protocol considering node contention under unsaturated conditions.
For the analysis, we first employ the Markov chain model for one node running
S-MAC [8]. Then, based on the S-MAC architecture with fixed frame length, we
derive the delay and energy consumption for a successful packet transmission in
one-hop under unsaturated conditions. Finally, the numerical results are shown
according to the variation of DC and offered load where a practical mote is
applied.

2 Architecture of the Frame-Based S-MAC Protocol

Although each node running the S-MAC can select its own schedule in multi-
hop WSNs, the nodes within the same virtual cluster follow the same listen/sleep
schedule to transmit their own packets to a relay or sink node. Thus, all nodes
in one-hop always contend to access a shared channel, and the S-MAC pro-
tocol defines the access mechanism based on the 802.11 distributed coordina-
tion function, which includes physical and virtual carrier sensing, back-off (BO)
and retransmission, as well as the request-to-send/clear-to-send (RTS/CTS)
method [1].

Even though the channel access mechanism of the S-MAC protocol is based
on that of the IEEE 802.11 MAC protocol, there exists a significant difference in
architecture between the two protocols: a frame architecture with a fixed length
is used in the S-MAC protocol whereas the IEEE 802.11 MAC protocol has
a slot-based architecture [8]. That means that in the S-MAC architecture, the
length of the slot including the transmitted RTS packet depends on how many
idle slots occur before the RTS-transmission within the frame.

Fig. 1(a) and Fig. 1(b) show examples of frames where the collision of RTS
packets occurs and exchanges of RTS/CTS and data/ackknowledgment (ACK)
between a sender and a receiver are successfully accomplished, respectively. DIFS
and short interframe spaces (SIFS) are also presented. From the figures, we note
that the colliding slot length Tcol or the successful slot length Tsuc depends on
the number of idle minimum slots that occur within each frame. Moreover, under
unsaturated conditions, the number of idle minimum slots will also depend on the
packet generation probability of each node. Therefore, this frame-based behavior,
including the unsaturated conditions, should be reflected in the performance
analysis of the S-MAC protocol.
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Fig. 1. Examples of colliding and successful frames in the S-MAC protocol

3 Analysis of Packet Delay and Energy Consumption

In this section, we analyze the time delay and energy consumption for trans-
mitting one packet under unsaturated conditions. We consider a virtual cluster
where M senders and one receiver follow the same schedule in one-hop. The key
notations in this analysis are described in Table 1.

3.1 Preliminary Work

For this analysis, a discrete-time Markov chain for a sender running the S-MAC,
as shown in Fig. 2, is used under the following assumptions [8]: (i) the channel
is ideal without hidden terminals and capture [6] (ii) SYNC duration is omitted;
(iii) each node can buffer only one packet for transmission in a queue; (iv) a data
frame time Tda is fixed for all data packets; (v) propagation delay is negligible;
(vi) packet arrivals follow a geometric distribution [7]; (vii) transmission error
occurs only due to RTS packet collision [6], [7]; and (viii) the transmitted packet
collision probability pc is constant and independent of the BO procedure [6], [7].
In this model, B(i, k) denotes each state in the BO procedure: the integers i and
k indicate the BO stage and counter, where i ∈ (0, m) and k ∈ (0, W − 1) for
S-MAC, respectively. I presents the idle state.

Table 1. Notations for analysis

Notation Description

σ minimum slot length
Tf frame length
TIc idle length for carrier sensing within a colliding frame
TIs idle length for carrier sensing within a successful frame

TR/A length from RTS packet to ACK packet within a successful frame
W fixed BO window size
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Fig. 2. Markov chain model for one sender running S-MAC

Although the Markov chain is the same model as that presented in [7], we
should note that the probabilities that a node generates a new or rescheduled
packet during an idle slot length, equal to Tf , and Tsuc are given by gid =
min[1, TfG/(TdaM)] and gs = min[1, TsucG/(TdaM)] where G is given by data
packets per Tda, because every behavior in the S-MAC protocol is accomplished
in the unit of the frame. Additionally, based on the frame-based S-MAC, we can
express Tsuc = Tf − E[TIs], where E[TIs] is given by [8]

E[TIs] =
στ

1 − (P{I})M

M∑
z=1

(
M

z

)
[1 − P{I}]z[P{I}]M−z z(1 − τ)2z−1

[1 − (1 − τ)z ]2
, (1)

where P{I} is the stationary distribution of state I in steady state, given by

P{I} =
2(1 − pc)(1 − gs)

2(1 − pc)(1 − gs) + gid(W + 1)
, (2)

and the conditional probability τ that a node transmits a packet in a slot, given
that the BO procedure has been employed, is represented as τ = 2/(W + 1).
Thus, using pc given by

pc = 1 −
[
1 − 2gid

2(1 − pc)(1 − gs) + gid(W + 1)

]M−1

, (3)

we can obtain the unique solutions of the probabilities in steady state [8].

3.2 Average Packet Delay

We define the average packet delay between a sender and a receiver as the
spent time interval from the time the BO counter of the sender is activated for
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the packet transmission, until an ACK message is received following successful
transmission. When a target event occurs in a sensing area, the nodes detecting
the event will send their own packets continuously, because the packets will be
generated by the continuous event-detection. On the other hand, the nodes out
of the event area will not attend the contention even though they are within the
same virtual cluster. Hence, we assume that the number of nodes that attend
the contention is maintained during the successful packet transmission of the
observation node attempting to transmit its packet.

In order to analyze the average packet delay, careful consideration to two
factors is needed: states of M − 1 nodes except the observation node and the
fixed frame length. The former means that the probability that M−1 nodes have
the packets to be sent should be included, and the latter implies that the feature
of the frame-based S-MAC protocol should be reflected. Now, under unsaturated
conditions, the average packet delay D is expressed as

D = Pr[I = M−1]·E
[
D|I = M−1

]
+

(
1−Pr[I = M−1]

)
·E

[
D|I �= M−1

]
, (4)

where Pr[I = M − 1] stands for the probability that all M − 1 nodes are in the
idle state, and E

[
D|I = M − 1

]
and E

[
D|I �= M − 1

]
denote the conditional

expectations of the delays given that M − 1 nodes are in the idle state and at
least one out of M − 1 nodes has activated the BO procedure, respectively.

First, we can easily know

Pr[I = M − 1] =
(
P{I}

)M−1
. (5)

Second, given that the BO time is uniformly chosen in the range (0, W − 1), we
obtain

E
[
D|I = M − 1

]
= σ · W − 1

2
+ TR/A, (6)

because only the observation node will transmit its own packet within the given
frame. Finally, considering the condition jr−TR, given that the packet trans-
mission of the observation node succeeds in the j-th retransmission, we have

E
[
D|I �= M − 1

]
=

∞∑
j=0

E
[
D|I �= M − 1, jr−TR

]
· pj

c · (1 − pc), (7)

where infinite retransmission of the packet is possible. To analyze equation (7),
three components should be considered again: (i) the delay term for j +1 BO in-
tervals of the observation node, including its initial transmission attempt; (ii) the
delay term for j slots in collisions with the RTS packets, which are transmitted
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from the observation node; and (iii) the delay term for the final successful trans-
mission of the observation node. From the components, we have the form

E
[
D |I �= M − 1, jr−TR

]
=

M−1∑
n=1

(
M−1

n

)[
1 − P{I}

]n(
P{I}

)M−n−1

1 −
(
P{I}

)M−1 ·
[
(j + 1)E

[
Tcount−ob|BO = n

]W − 1
2

+ jE
[
Tcol−ob|BO = n

]
+ TR/A

]
,

(8)
where E

[
Tcount−ob|BO = n

]
and E

[
Tcol−ob|BO = n

]
present the average length

of a slot during the BO count of the observation node before it transmits its own
RTS packet, and the average length of the colliding slot including the RTS packet
of the observation node, respectively, given that n nodes except the observation
node have activated their own BO procedures.

From the viewpoint of the frame-based S-MAC protocol, it is very significant
that E

[
Tcount−ob|BO = n

]
and E

[
Tcol−ob|BO = n

]
also depend on how many

minimum slots occur before the RTS-transmission within a frame. Consequently,
they can be derived as

E
[
Tcount−ob|BO = n

]
= Tf

[
1 − (1 − τ)n

]
[
(1 − τ)n

]
(
− ln

[
1 − (1 − τ)n+1]), (9)

and

E
[
Tcol−ob|BO = n

]
= Tf − στ

[
1 − (1 − τ)n

] (1 − τ)n+1[
1 − (1 − τ)n+1

]2 . (10)

The detailed derivations of equations (9) and (10) are given in Appendix.
Now, inserting equations (9) and (10) into equation (8), and then putting

equation (8) into equation (7) again, we can obtain the closed form of the average
packet delay by substituting the equations from (5) to (7) for each term in
equation (4). Furthermore, simplifying the equation, we have the following final
form:

D = TR/A +
(
P{I}

)M−1 · σ · W − 1
2

+(
1 −

(
P{I}

)M−1
)
·

M−1∑
n=1

(
M−1

n

)[
1 − P{I}

]n(
P{I}

)M−n−1

1 −
(
P{I}

)M−1 ·
[
E

[
Tcount−ob|BO = n

]
1 − pc

· W − 1
2

+
pc

1 − pc
· E

[
Tcol−ob|BO = n

]]
.

(11)

3.3 Energy Consumption

Based on equation (11), we can express the total energy consumption Etot of a
node for successfully transmitting one packet. It is also derived from the fixed
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frame length architectural characteristic of the S-MAC protocol. Through a pro-
cedure similar to the one described in Subsection 3.2, we can finally obtain

Etot = E [TR/A] +
(
P{I}

)M−1 · E [σ] · W − 1
2

+(
1 −

(
P{I}

)M−1
)
·

M−1∑
n=1

(
M−1

n

)[
1 − P{I}

]n(
P{I}

)M−n−1

1 −
(
P{I}

)M−1 ·
[
E [Tcount−ob|BO = n]

1 − pc
· W − 1

2
+

pc

1 − pc
· E [Tcol−ob|BO = n]

]
,

(12)

where E [(·)] stands for the average energy consumption during the interval (·).
It is specified by the power consumption of the node in receiving, listening,
transmitting, and sleeping.

4 Numerical Results

For numerical evaluation, we set M = 5 and W = 20. The parameters for the
S-MAC are also included in Table 2, and power consumptions of sensor mote in
receiving, listening, transmitting, and sleeping are given by 14.4 mW , 14.4 mW ,
36 mW , and 15 µW , respectively, which follow the values for Mica Motes [2].

Fig. 3(a) and Fig. 3(b) illustrate the average packet delay D and the total
energy consumption Etot of a node according to the offered load G, respectively,
for the successful transmission of one data packet. The DC values of 0.1, 0.3,
0.5, 0.7, and 1.0 are chosen. From the figures, it is seen that the packet delay
and the total energy consumption increase as the offered load increases until
reaching a saturated point, when the same DC value is given. In Fig. 3(a), we
confirm that the selection of a lower DC incurs a longer packet delay at the same
offered load. The reason is that a lower DC implies a longer frame length because
the DC is determined by changing only the sleep duration [2]. In Fig. 3(b), it
is noteworthy that the node with the lower DC consumes more total energy to
successfully transmit a packet at the same offered load. We should note that
it is not the figure of the energy consumption for the same duration. Actually,
because the lower DC makes a longer frame length and the probability that

Table 2. Parameters for S-MAC [2]

Parameter Value

Radio band width 20 kbps
Control packet length 10 bytes
Packet payload length 100 bytes
MAC header length 8 bytes

Duration of listen interval 115 ms
Duration of SIFS 5 ms
Duration of DIFS 10 ms

Duration of minimum slot 1 ms
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Fig. 3. Packet delay and total energy consumption for a successful packet transmission

each node has a packet to be sent also increases, the packet collision probability
increases as the DC value decreases. Thus, Etot somewhat increases as the DC
value decreases. However, it is important that the energy consumption of a lower
DC averaged on a fixed interval will be lower than that of a higher DC, because
a lower DC induces a longer packet delay (Fig. 4(b)).

Fig. 4(a) and Fig. 4(b) show the relative packet delay Drel and the relative
energy consumption Erel for a successful packet transmission with DC varying
from 0.1 to 1.0, presented as Drel = D/D0.1 and Erel = Eσ/Eσ:0.1, respectively,
where D0.1 stands for the average packet delay in the case of DC = 0.1, and
Eσ and Eσ:0.1 denote the energy consumption averaged on the minimum slot
length σ and its value in the case of DC = 0.1, respectively. In Fig. 4(b), the
comparison of the relative values from the energy consumption normalized to σ
is more suitable to observe network lifetime because total energy consumption
Etot is the value during packet delay varying according to DC. From Fig. 4(a)
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and Fig. 4(b), we know that the relative packet delay decreases whereas the
relative energy consumption increases as the DC value increases. The case of
very low offered load (G=0.001) shows that the varying rates of the relative
values rapidly become small after DC=0.6, although the DC increases. It is
caused by the increase in the probability that only an observation node attempts
the packet transmission, because the probability that other nodes generate the
packets within one frame decreases due to the relatively short frame length at
these DC values. Inversely, the result points out that the selection of a low DC
in very low offered load will not guarantee very high energy efficiency, compared
to the case of a higher offered load.

5 Conclusion

In this paper, we have analyzed the packet delay and energy consumption of
the S-MAC protocol for a successful packet transmission in one-hop. In order to
obtain the expressions, a Markov chain model for the S-MAC protocol is first
used under unsaturated conditions. Then, we derive the packet delay and energy
consumption considering the contending nodes in a shared channel.

The analysis is based on the architectural characteristic of the S-MAC protocol
with a fixed frame length, and it reflects the probability that contending nodes
attend the BO procedure, depending on the offered load. Hence, by using our
analytic forms, the packet delay and the energy consumption of the S-MAC
protocol can be numerically evaluated under various parameters, such as DC,
offered load, etc.

For a practical mote running the S-MAC, we confirm that increased offered
load induces increased packet delay and energy consumption. In addition, it is
seen that a high DC leads to improved delay performance, but reduced energy
efficiency, where the energy consumption normalized to the minimum slot is
compared. In particular, under very low traffic loads, it is shown that the energy
efficiency obtained from the choice of a low DC is low.
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Appendix

Let us derive the conditional expectations presented in equations (9) and (10).
First, to obtain E

[
Tcount−ob|BO = n

]
, we note that Tcount−ob depends on

the number of minimum slots within a frame. Because the duration of the min-
imum slot is geometrically distributed, by considering the probability that the
RTS-transmission attempt occurs from at least one among n nodes except the
observation node in the (i + 1)th slot, after no transmission from n + 1 nodes
including the observation node for i minimum slots, we have

E
[
Tcount−ob|BO = n

]
= Tf

∞∑
i=0

1
i + 1

[
(1 − τ)n+1]i[

1 − (1 − τ)n
]
(1 − τ)

= Tf

∞∑
i=1

1
i

[
(1 − τ)n+1]i−1[1 − (1 − τ)n

]
(1 − τ)

= Tf

[
1 − (1 − τ)n

]
[
(1 − τ)n

] ∞∑
i=1

1
i

[
(1 − τ)n+1]i

.

(13)

Using
∑∞

i=1 ai/i = −ln(1 − a), − 1 ≤ a < 1, we get the form in equation (9):

E
[
Tcount−ob|BO = n

]
= Tf

[
1 − (1 − τ)n

]
[
(1 − τ)n

]
(
− ln

[
1 − (1 − τ)n+1]). (14)

Second, E
[
Tcol−ob|BO = n

]
can be also derived by considering the frame-based

S-MAC protocol, and it is given by Tf − E[TIc] as illustrated in Fig. 1. In this
case, because we should reflect the probability that the collision including the
RTS packet transmitted from the observation node occurs in the (k + 1)th slot
after k minimum slots, it is represented as

E
[
Tcol−ob|BO = n

]
= Tf − σ

∞∑
k=0

k
[
(1 − τ)n+1]k · τ

n∑
v=1

(
n

v

)
τv(1 − τ)n−v . (15)

Now, using
∑∞

k=0 kbk = b/(1−b)2, |b| < 1, we obtain the form in equation (10):

E
[
Tcol−ob|BO = n

]
= Tf − στ

[
1 − (1 − τ)n

] (1 − τ)n+1[
1 − (1 − τ)n+1

]2 . (16)
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Abstract. Efficient, fast and seamless mobility are key requirements for 
the ubiquitous access of mobile nodes in 4G networks. This paper presents 
a network architecture extension for IPv6 mobility scenarios able to pro-
vide fast and seamless handovers between intra and inter-domain net-
works. Our proposal follows a local-centric mobility architecture capable 
of reducing the handover times and packet losses, and also minimize the 
global mobility signaling in 4G scenarios. This paper shows some protocol 
details and describes how this method can significantly increase the net-
work performance in IP mobility scenarios. Finally, test results obtained 
from a prototype test-bed are presented, showing negligible packet loss 
and handover timings. 

Keywords: Fast and Seamless Mobility, localized architecture, global mo-
bility signalling reduction, 4G, developing, tests evaluation, performance. 

1   Introduction 

The increasing complexity of next generation mobile networks (NGN), with multi-
mode terminals always best connected, has brought mobility issues into a central 
role for the future networks. In this context, there are large initiatives, both indus-
try and academia led, that address multiple aspects of mobility (e.g . [1, 10]). With 
the evolution of IP mobility protocols and architectures, one of the main objectives 
has become the optimization of the mobility protocols in order to achieve fast and 
seamless handovers over the cells, and reduce the mobility related signalling on 
the network infrastructure. Only with increased network performance will be  
possible for the next generation networks to support handling of real-time and mul-
timedia traffic flows. 

Recently, an IETF initiative has led to the acceptance of a hierarchical approach 
to this mobility problem. The netlmm working group [11] has developed a new set 
of specifications on mobility protocols, which has influenced the development of 
our work. We aim to develop a new system, optimizing the handover process, re-
ducing mobility timings signalling over the global network. This paper is thus or-
ganized as follows. Section 2 discusses (necessarily briefly) previous work. In  
section 3, we describe our novel architecture, and in section 4 we present its 
evaluation with a developed prototype. Section 5 presents our conclusions.  
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2   Previous Work 

Many protocols were developed trying to overcome the early identified faults of the 
Mobile IP protocols, most specially the lack of performance during handovers. Note 
that with the advent of NGN, other shortcomings became apparent, such as QoS sup-
port, interaction with authentication, authorization, accounting and charging (AAAC) 
processes, and security support. With NGN, the reference mobile protocol became 
Mobile IPv6 (MIPv6) [1]. 

Protocols developed over MIPv6, like Hierarchical Mobile IPv6 (HMIPv6), Cellu-
lar IPv6 (CIPv6), and Fast Mobile IPv6 (FMIPv6), had substantial difficulties to solve 
all the identified problems.  

HMIPv6 [2] is a mobility protocol based on hierarchical relations between mobility 
agents called Mobility Anchor Points (MAP). In this type of architecture the Mobile 
Host can acquire a Regional Care-of-Address (RCoA) that enables it to move on the 
same region without changing its global mobility Care-of-Address (CoA). This pro-
cedure addresses a better way to handle the mobility signalling problem providing 
better performances during the handover and reducing the global mobility signalling 
needs. This occurs because the Mobile Host does not need to send a Binding Update 
to its Home Agent after a handover between Access Routers (AR) in the same HMIP 
region. However, the HMIPv6 compels the Mobile Host to acquire a new RCoA after 
all the handovers, and a global mobility Care-of-Address after an inter-region hand-
over. Still, HMIPv6 reduces the global signalling during the handovers, but harms the 
handover timings when the Mobile Host moves between different HMIP regions. This 
occurs because of the time wasted during the update of all the MAPs on the network. 

FMIPv6 [3] is a mobility protocol that aims to accelerate the handover procedure 
allowing the reduction of handover time. Opposite to HMIPv6, the FMIPv6 architec-
ture does not organize its agents in regions, but reduces the effective packet loss dur-
ing handover. The FMIPv6 integrates a mechanism of predictive handover that  
enables the network to prepare the new AR to the Mobile Host arrival. Thus, the Mo-
bile Hosts context is transferred between the old AR and new AR and the Mobile 
Hosts are prepared and pre-configured to be compliant with the new network configu-
ration. This predictive mechanism allows the seamless handovers between ARs and 
avoids the Mobile Host configuration time right after the handover. However, FMIP 
is an enhancement of MIP with fast and predictive handovers but this is not enough to 
fulfil the localized mobility requirements: when a Mobile Host moves between ARs, 
it always need to acquire a new CoA, and therefore, send a Fast Binding Update 
(FBU) to its Home Agent. This fact compels the Mobile Host to reconfigure its IP 
configuration increasing the blackout time. Moreover, this also increases the signal-
ling traffic in the global network  and in the access network wasting core network 
resources and radio resources.  

HMIPv6 with Fast Handovers [12] is an extension of classical HMIP with fast 
handover capabilities. This enhancement provides the ability of predict the handover 
inside and outside the HMIP regions. Thus, it is possible to prepared the new AR with 
the Mobile Host context and also pre-configure the Mobile Host to be compliant with 
the new IPv6 network configuration. These improvements will minimize the handover 
time between different AR and will almost avoid the blackout time. The combination 
of HMIP and FMIP is almost perfect; however, as the Mobile Host needs to change 
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its RCoA whenever it moves between ARs, it will send a Fast Binding Update packet 
every time its IPv6 configuration changes. This procedure will waste network re-
sources, specially radio network resources, and thus, it does not fulfill the “efficient 
use of radio resources” requirement. 

CIPv6 [4] is an extension to the MIPv6 protocol, and its main objective is to pro-
vide better results in handover timings while the Mobile Host moves in nearby re-
gions. In CIPv6 the Mobile Host does not change its IPv6 address while it moves  
between Base Stations (BS). This fact improves the handover procedure since the 
typical handover related signalling and timings do not exist. However, CIPv6 (as well 
as the Handoff-Aware Wireless Access Internet Infrastructure (HAVAII) [6]) has to 
solve the latency applied in the packet transition while travelling inside the core net-
work, as well as substantial wireless resources wasted with micro-mobility related 
signalling. These two facts reduce significantly the performances of the access net-
work and waste to much radio resources in 4G scenarios making it difficult to handle 
traffic flows like multimedia and real-time IP traffics with several users.  

These protocols led to the overall idea that mobility could be divided in two areas, 
a micro-area in the access and a global area across the whole network. This type of 
division leads to less signalling needs for global mobility, better results in handover 
timings and less packet loss during the transitions. This is the approach that is being 
proposed in the netlmm working group, that set specifications for novel NGN mobility 
protocols [6].  

As can be seen in the descriptions above, previous mobility protocols show some 
problems. This paper presents possible solutions with a new Local-Centric Mobility 
System (LMS) that will extend the classical global mobility scheme. The LMS is a 
protocol designed to be compliant with most netlmm requirements. It implements a 
localized mobility management architecture that aims for the: minimization of the 
handover timings and related signalling; reduction of packet losses during the hand-
over; increased efficiency in wireless and core network resources usage; and integra-
tion of mechanisms for AAAC support.  

3   LMS Mobility Architecture  

LMS is an evolution to classical global IP mobility protocols. The LMS implements a 
protocol that enables a localized mobility environment in IPv6 networks, with re-
tained wide area connectivity per itself. Our model uses an architecture organized in 
autonomous micro-domains with two hierarchical levels in each micro-domain. 

This type of architecture optimizes the global mobility scenario improving hand-
over procedures and reducing the signalling related traffic. In this type of architecture, 
the Mobile Host is enabled to move in the same micro-domain between Base Stations 
without changing its IP address (CoA). This fact results in an optimized process that 
increases the network and mobility performances. 

Our protocol was influenced by previous analysis on advantages of the existing 
protocols [7, 8] to solve the problems of global IP mobility. The localized domains 
are based on the requirements of netlmm workgroup and the HMIP regions scheme. 
The LMS mobility micro-domains and Paging Areas were inspired on Cellular IP [9] 
and the predictive handovers were inspired on FMIP [3].   
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3.1   LMS Agents 

As can be seen in Fig. 1, the LMS network architecture is divided in two regions: The 
Global Mobility and Local Mobility regions. The Global Mobility region will still run 
MIPv6, although its purpose is mostly for MIP backwards compatibility. The LMS 
mechanisms run over the Local Mobility region. The LMS is supported by four enti-
ties (in the figure): 

1. MH – Mobile Host: this agent is responsible to enable the Mobile Terminal to get 
connected in the access network. 

2. BS – Base Station:  this agent is responsible for the packet filtering between the 
core access network and the edge access network. The core access network con-
nects all access agents, all BS and the MAP; the edge access network connects all 
Mobile Hosts and BS. 

3. MAP – Mobility Anchor Point: this agent is responsible for the management of all 
the intra-domain tasks. These tasks concern the access control during the intra-
domain handovers and accounting procedures during the intra-domain hosting. 
This agent is also responsible for all the BS state-full auto-configuration. 

4. MMP – Mobility Management Point: this agent is responsible for the management 
of all the authorization, inter-domain authentication, accounting aggregation and 
charging related tasks. This agent is also responsible for all MAPs state-full auto-
configuration.  

 

Fig. 1. Global Mobility and Local Mobility 
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Typically, the LMD region is also divided in the access (the connection between 
the BS and the MH) and the core (all the network from the BS upwards). We consider 
that a LMD region can be very large. 

3.2   LMS Micro-domains 

The LMS is based in a topology supported by (potentially) autonomous micro-
domains (and as such can be seen as a global mobility architecture). Each micro-
domain is constituted by a group of BS and one MAP  Each micro-domain has a  
secret cryptographic key - used to derive a Personal ID (PID) for the Mobile Hosts in 
the micro-domain –, and one IPv6 network domain prefix (therefore when a MH 
moves on the same micro-domain it does not need to change its network configura-
tion). For each micro-domain, it is also possible to associate it with a different secu-
rity type of access, so it is possible to create restricted zones constituted with one or 
more micro-domains. The micro-domain cell groups can be mixed by restricted and 
unrestricted types of access (see the black zones in Fig. 2). 

This strategy presents several improvements in the reduction of handover time and 
packet losses during the inter-micro-domain handover situation.  

 

Fig. 2. Micro-Domain Cells 

The network topology of a micro-domain (Fig. 3) is hierarchical and it is based on 
two levels. On the top level there is the MAP that manages all the micro-domain 
tasks. At the lower level there are all BSs that make the connection between Mobile 
Hosts and core access network. The BSs in the micro-domains are further grouped by 
paging areas. Each paging area is used to group mobile hosts in sub-regions in the 
micro-domains: this is especially important when the Mobile Host is in idle mode and 
it is necessary to route IP packets to it. We support the wireless concept of paging that 
can be mapped to paging at the L2 layer at each BS. 

3.3   LMS Micro-domain Core Protocol 

The network topology depicted in Fig. 3 is supported by three paging areas that repre-
sent the core of the micro-domain network. In this network the packets are forwarded 
over a new protocol designed only for LMS micro-domain core network. This proto-
col is based on a multicast system and the packets are label switched over the micro-
domain core agents.  
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Fig. 3. Micro-Domain network topology 

Multicast allows that several BS on the micro-domain can be reached without 
packet replication. This type of feature is very useful during the intra-micro-domain 
handovers of terminals running multimedia sessions. The architecture makes also pos-
sible the forwarding of packets of unicast sessions over this protocol reducing the use 
of the network resources, while reducing packet loss in handover. The packets that 
need to travel over the micro-domain network are encapsulated IP-over-IP in a multi-
cast channel for the corresponding paging area. Each paging area is connected to 
MAP via a multicast channel that aggregates one set of BS. The multicast channels 
are managed by the MAP of each micro-domain that creates or removes the BS from 
the multicast groups dynamically. As seen in Fig. 4, the packets on the core of the 
micro-domain network can be sent for one specific BS or for a set of these without 
any packet replication. 

With this protocol running on the LMS network it is possible to optimized the 
packet transmission during unicast and multicast sessions and improve the efficient 
use of network resources.   

3.4   LMS AAAC Support 

The LMS has mechanisms for AAAC integration. These are distributed between 
MAPs and MMPs.  

The AAAC tasks are organized in two layers. The lower layer is constituted by all 
MAPs and manages the lower layer tasks like: Mobile Hosts flow control for account-
ing and intra-domain authentication control. Note that, as mentioned before, micro-
domains can have access control, with a Mobile Host granularity. The higher layer is 
constituted by the MMP that merges all services reports from the MAPs, and manage 
all this information with any centralized agent.  

LMS can be made compliant with protocols like Remote Authentication Dial in 
User Service (RADIUS), or can communicate directly with a LMS central data base.  
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Fig. 4. Packets on the core of the micro-domain network 

This data base can be a SQL based SGBD that contains information about the micro-
domains (MAPs and BS) for auto-configuration services; it can also contain informa-
tion about Mobile Host authentication control, authorization services, accounting and 
charging. The main advantage of the usage of a central data base is that it can also 
store information about network agents’ information (auto-setup info, agent info). 

3.5   LMS Internal Security 

The LMS does not integrate any extra security for Mobile Host data transmission. As 
the LMS aims to be an extension protocol, it should not implement any extra security 
for data transmission, but rely on existing layers. Nevertheless, the LMS integrates 
cryptographic tasks for internal signalling.  

The signaling packets of the protocol sent by Mobile Host are always authenticated 
with its PID. The PID is derived from the secret cryptographic key of the micro-
domain network and it is generated by the MMP during the access registration on the 
micro-domain (see below). This PID is generated applying a MD5 hash function on a 
set of bits that represent the Mobile Host (128 bits) and the network key (128 bits).  

The packets that contain confidential content are always encrypted and authenti-
cated. This type of procedure ensures that most of the typical attacks over the access 
and control tasks of the micro-domain networks are avoided and the Mobile Hosts 
authenticity is secured. 

3.6   Minimizing the Modifications on Mobile Hosts 

The LMS was designed to be compliant with most of the netlmm requirements, and one 
of the most important is the “unmodified hosts” requirement. The handover mechanism 
of LMS is inspired in FMIPv6 predictive handovers in order to be fast enough to avoid 
blackout periods. The LMS design does not compels that Mobile Host needs any modifi-
cation in order to guarantee that the main network functionalities work correctly.  
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However, in order to provide predictive fast handovers with authentication and au-
thorization control, the LMS Mobile Host will need to integrate a simple software 
daemon that will guarantee these functionalities. Thus, using this enhancement on the 
Mobile Host, it is possible for the network to predict when the Mobile Hosts aims to 
move and where it will move to. Moreover, it is also possible to authenticate its 
movements along the network and guarantee the differentiated access control for dif-
ferent type of access areas. As an ultimate enhancement, as the LMS was designed to 
be a NGN protocol for operator networks, it is also possible to improve the protocol 
and guarantee some Quality of Service (QoS) reservation on the foreign local domain. 
Based on this aspects, we decided to give some intelligence to the Mobile Host in 
order to have all this increased functionalities mentioned previously; however, this 
intelligence capabilities only compel small modifications on the terminal. 

3.7   LMS Mobile Host Registration 

The registration of the Mobile Host occurs in two phases: operator database registra-
tion and network connection registration. 

The first phase occurs before any attempt of network connection. The Mobile Host 
makes a registration on the central database of the operator, storing its NAI and a 
Ticket_Key (alternatively this Ticket_Key may be a credential delivered by the opera-
tor to the Mobile Host, e.g. by a SIM card). These two fields can univocally identify 
this Mobile Host and will be used during authentication and authorizations requests.  

The second phase occurs when the Mobile Host connects to the network. For this 
purpose, the Mobile Host sends an authenticated Registration Request packet to the 
network with the confidential information encrypted. The packet is forwarded to the 
MMP because the BS and the MAP are not able to decrypt confidential information. 
For security reasons, the MMP is the only agent that can directly communicate with 
the operator database and, then, knows the Ticket_Key to decrypt the Registration 
Request packet information.  

After decrypting the packet, the MAP verifies if the Mobile Host is authorized to 
entry in that specific micro-domain. In the negative case, the MMP sends a Registra-
tion Response with access denied. In the positive case, the MMP generates a PID for 
the Mobile Host and makes its registration on its caches and database. After this proc-
ess, the MMP generates a new IPv6 for the Mobile Host based on the network-prefix 
IPv6 of the micro-domain and its MAC address. The MMP sends back the Registra-
tion Response with this information to the Mobile Host. While the packet travels the 
micro-domain network, the MAP will make the Mobile Host registration on the spe-
cific paging area that it aims to bind. 

When the Mobile Host receives a positive registration response, it automatically 
sets up its configuration and starts to send heart beat packets to the network, necessary 
to avoid soft-state termination. 

3.8   LMS Intra-micro-Domain Handover 

The intra-micro-domain handover happens when a Mobile Host moves between two 
different BS on the same micro-domain (Fig. 5). When the Mobile Host intends to 
initiate the handover, it sends a Handover Request message for the network. The 
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Fig. 5. Intra-micro-domain handover 

Handover Request is an authenticated packet that informs the network about the new 
BS, new paging area and new network ID where the Mobile Host aims to move. The 
packet is sent for the old BS and it is forwarded to the MAP requesting a decision. 
When the MAP receives the packet, it knows that the Mobile Host intends to move on 
the same micro-domain network, because the new network ID in the Handover Re-
quest packet is the same of the current network ID.   

In this type of handovers the MAP does not need any third-party authorization 
from MMP to process the Handover Response. Thus, the MAP processes a Mobile 
Host registration on the new paging area of the micro-domain and sends a Paging 
Update packet to it. When the BS in this paging area receives the Paging Update, it 
makes a registration in the Mobile Host caches allowing this Mobile Host to bind in 
any of them. The caches on the agents implement soft-states; after the Mobile Host 
chooses one, the others will be remove after some time.  

After the Paging Update, the MAP sends a Handover Response allowing the Mo-
bile Host to complete its handover to the new BS. The Mobile Host receives the 
packet, moves to the new BS, but does not need to change its network setup configu-
ration (it only needs to change its routing table redirecting its traffic to the new BS). 
After this process, the Mobile Host sends periodically a heart beat packet to the new 
BS refreshing the soft-states.  

If the Mobile Host is not able to predict its handover and send Handover Request 
related signalling, it can simply move to another BS and start its registration on the 
network again. In these cases, as the new BS does not know who the Mobile Host is, 
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it needs to start a new registration. After its completion, the new registration on the 
network overlaps the previous one. 

3.9   LMS Inter-micro-Domain Handover 

The inter-micro-domain handover happens when a Mobile Host moves between BS in 
different micro-domains. When the Mobile Host intends to initiate the handover, it 
sends a Handover Request to the old BS, as before, which again forwards it to the 
MAP requesting a decision. The MAP, after receiving the Handover Request, knows 
that this handover is an inter-micro-domain handover through the new Network ID.  

In this case, the MAP needs to delegate this decision task to the MMP agent and 
forwards the packet towards it. When the MMP receives the packet, it verifies if this 
Mobile Host can access the new micro-domain network. In negative case, the MMP 
generates a Handover Response with an access denied response and sends it back to 
old MAP. In positive case, the MMP notifies the new MAP that a new Mobile Host 
will move to its micro-domain. If the new MAP is able to register the Mobile Host on 
its micro-domain, then it will send a message with positive information to MMP noti-
fying it that the registration was made successfully; otherwise, it will send a negative 
response to it. Based on the new MAP response, the MMP generates a new PID and a 
new IPv6 address based on IP network prefix of the new micro-domain, and sends a 
Handover Response back to the old MAP. When the old MAP receives the Handover 
Response from MMP, it forwards the packet to the Mobile Host. In the case of a posi-
tive Handover Response, the MAP also removes this Mobile Host from its caches.  

After receiving the Handover Response packet, the Mobile Host knows if it can 
move or not to the new micro-domain. In a positive case, the Mobile Host changes its 
setup configuration and after all, it moves to the new BS (it also keeps sending heart 
beat packets periodically).  

If this handover cannot be predicted, the Mobile Host needs to start a new registra-
tion on the network.  

3.10   Summary of LMS Features 

Our model presents the following advantages: 

• Localized architecture – the LMS network is organized in semi-autonomous          
micro-domains providing very efficient local mobility support: the Mobile Host 
can move in the same micro-domain without changing the IPv6 address. 

• Low handover-related signalling – in LMS, the handover-related signalling 
traffic is very low. As result, this technique especially improves the handover 
timings and network resources exploitation.  

• Handover improvements – fast and seamless handover mechanisms with make-
before-break techniques with very low (zero) packet losses are supported.  

• Efficient use of access resources – the signalling packets across access net-
work, shared between Mobile Hosts and BS, are small, improving the efficient 
use of wireless resources. 

• Efficient use of core resources – LMS integrates a new packet-forwarding 
mechanism based on multicast services to improve core-network resources. 
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• Support for heterogeneous access link technologies - LMS is completely inde-
pendent from the L2 technology, and can support multiple heterogeneous net-
work link technologies.  

• Secure mobility management – LMS supports security at the signalling level. 
• Access control on mobility actions – LMS performs an explicit authorization 

before handovers to different micro-domains. 

Furthermore, it has also two added features: 

• No extra security between Mobile Host and network – LMS protocol does not 
implement any extra security for data flow between Mobile Host and network.  

• Easy to support on the Mobile Hosts – LMS mechanisms do not change the 
Mobile Hosts significantly; LMS only needs a small mobility daemon running 
on the Mobile Hosts. 

4   Evaluation Tests and Results 

4.1   Testbed Description 

The following figure (Fig. 6) presents the Linux-based testbed architecture used in the 
LMS tests.  Code was developed for a Gentoo distribution with Linux kernel 2.6.11. 
Two micro-domains were used inside a single LMD. All network links were 10Mb/s 
Ethernet, in order to avoid wireless channel interference and L2-related handover is-
sues, and handover is triggered by Mobile Hosts-initiated selection. All machines 
were set up in a laboratory, and as such link propagation times were small – which 
may bias slightly the results. All machines, with the exception of the Mobile Host, 
were PIII@600MHz. The Mobile Hosts was a Pentium Mobile@1.6GHz.  

 

Fig. 6. Testbed architecture 
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4.2   Tests and Results 

In the next sections it will be presented and described the tests that were made on the 
test-bed. For these tests, traffic was generally generated according to two different test 
sets (Test set A and B), as described in Table 1. Special traffic applications were used 
in some cases. 

Table 1. Reference Test Sets 

 Test set A Test set B 
Packet Size 64 Bytes 1024 Bytes  (1KByte) 
Packet Speed 1000 (packet per second) 1000 (packet per second) 
Packet Type ICMP ICMP 

Bandwidth Performance Tests 
This type of performance tests were made to assess how LMS handles TCP and UDP 
traffic in a real scenario. The test consists in two special applications, one in the Mo-
bile Hosts and other in a correspondent node, transferring data one to another. This 
two applications measure the real bandwidth available on the network. Table 2 shows 
the TCP and UDP bandwidth test results. 

Table 2. Real Bandwidth results 

 UDP TCP 
LMS Real Bandwidth (average) 8,61 Mbit/s 6,91 Mbit/s 
Standard deviation (stddev) 0,34 Mbit/s 0.06 Mbit/s 

As can be seen in the previous results the LMS makes an efficient use of network 
bandwidth providing almost 70% of physical bandwidth for TCP traffic and 86% for 
UDP. 

Network Latency Tests 
The network latency tests are used to know how the LMS reacts to network traffic. 
For efficient use of the network, the latency on packet propagation must be small. 
These types of tests were made using ICMP Echo Request / Response to measure the 
ICMP packet propagation time between Mobile Host and correspondent node. Table 3 
shows the test results for different sets. 

Table 3. Network Latency Results 

 Test set A Test set B 
Packet Loss 0% 0% 
Emitted Packets 35892 packets 9646  packets 
Packet Delay 0,649 ms 3,06 ms 
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The LMS agents can react very fast to the network traffic compared with the typi-
cal latency on a 10 Mbit/s Ethernet network (~0,5ms). The latency increases with the 
packet size, but still, it is small even for 1KByte packet size (~3 ms). We also observe 
that the packet loss is zero percent (0%) for small and large packet sizes. 

Intra-Micro-Domain Handover Performance Tests 
The intra-micro-domain handover performance tests aim to assess how the LMS re-
acts in intra-domain handover situations. This test was made using a packet flow from 
Mobile Host to correspondent node during the handover procedure, and Test Set A 
was used, due to the reduced latency.  The measured results are the packet losses, 
handover negotiation related signalling time and handover time (offline time). Table 4 
shows these results. 

Table 4. Intra-Micro-Domain Test Results 

Packet Loss 0% 
Negotiation Signalling Time (average) 6.48 ms 
Negotiation Signalling Time (stddev) 2.20 ms 
Handover Time (average) offline time 5.88 ms 
Handover Time (stddev) offline time 0.86 ms 

As can be seen in the previous results, the LMS intra-domain handover timings are 
extremely small compared with Mobile IP timings [8] and the packet losses are 
avoided. In this scenario the Mobile Host can move between two BS with zero per-
cent (0%) packet loss in a fast and seamless intra-domain (micro-domain) handover. 
Note that, as the Mobile Host does not change its IPv6 address, it does not need to 
send Binding Updates to Home Agent and correspondent node. In this case, the 
blackout time for Mobile Host communications is below 6ms.  

In these types of micro-domain handovers, as shown in [8], the Mobile IP hand-
over latency (~50ms) can be avoided. Note that in [8] the results for Mobile IPv6 
handover latency were simulated, and in real scenarios these times will be worse. 

Inter-Micro-Domain Handover Performance Tests 
The inter-domain handover performance tests are used to know how LMS reacts in 
inter-micro-domain handover situations. This test is made using Test Set A from Mo-
bile Hosts to correspondent node during the handover procedure.  The measured  
results are the same as in intra-domain case and are depicted in Table 5. 

Table 5. Inter-Micro-Domain Test Results 

Packet Loss 2% 
Negotiation Signalling Time average 61.16 ms 
Negotiation Signalling Time stddev 7.49 ms 
Handover Time average (offline tine) 28.16 ms 
Handover Time stddev (offline time) 9.49 ms 
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The LMS intra-micro-domain handover timings are still small, as well as the 
packet losses; however the standard deviation in offline time is substantial. Still in 
this scenario the Mobile Hosts can move between two different micro-domains with 
fast and seamless handover mechanisms. In this case, as the Mobile Host changes its 
IPv6 address it needs to send Binding Updates to Home Agent and correspondent 
node. Thus, the blackout time is the sum of the LMS offline time and Mobile IP Bind-
ing Update. Packet replication through the multicast groups can reduce this impact. 

4.3   Protocol Comparison 

The next table summarizes some characteristics of some mobility protocols and 
makes a comparison with the LMS – Local-Centric Mobility System. Note that the 
LMS can be arbitrarily large (such as a cellular operator network), and as thus can be 
seen as providing global mobility, while providing efficient localised mobility inside 
the micro-domains. 

Table 6. Comparison between different mobility protocols 

 CIP   HMIP   MIP F-HMIP FMIP LMS 
Local/Global Local Local Global Local Local Both 
Fast Handover Yes No No Yes Yes Yes 
Seamless Handover Yes Yes No Yes Yes Yes 
Efficient Use of Core 

Resources 
No Yes No Yes No Yes 

Efficient Use of Link 
Resources 

No Yes No Yes No Yes 

Minimize CoA changes during 
Handover 

Yes No No No No Yes 

Support of Paging Areas Yes No No No No Yes 
Minimize Mobile Hosts 

Changes 
No Yes Yes Yes Yes Yes 

 

5   Conclusions 

This paper presents the design and performance evaluation of LMS (Local-Centric 
Mobility System): a localized-based approach for supporting mobility in wide-areas 
like in NGN (Next Generation Networks). The objectives of LMS were scalability, 
fast and seamless handovers, efficient exploitation of network resources and reliabil-
ity. The LMS has been designed to solve IP mobility problems and to provide fast and 
seamless handovers with optimized network resources exploitation.  

The LMS can integrate some AAAC services in a wide scenario with several mi-
cro-domains. Furthermore, it has a new mechanism for packet forwarding in the core 
network of micro-domains that increases the network performance especially during 
the handover situations. This protocol also presents a signalling mechanism that im-
proves the exploitation of access network resources especially in wireless scenarios. 
Finally, it has some mechanisms to improve the security of network signalling with-
out add extra security to data flows sent by Mobile Hosts. 
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The evaluation tests showed how LMS can optimize and solve some problematic 
aspects of the global mobility architecture and protocols. The LMS can minimize the 
handover timings from some hundreds of milliseconds (in a real mobility scenario) to 
6ms in intra-micro-domain handover and 28ms in inter-micro-domain handover. 
Packet loss during handover was also mostly negligible, and the network overhead 
was also minimized improving the efficient use of the core and wireless network re-
sources. Concluding, the LMS shows that it can be possible to optimize the mobility 
mechanisms to improve the timings, avoid packet losses and make efficient use of 
network resources in mobility scenarios. 

As future work, we are optimizing wireless support in LMS (in order to avoid L2 
issues) for future measurements in handover situations with integrated support for a 
global mobility protocol such a Mobile IPv6. 
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Abstract. Supporting user mobility is one of the most challenging issues
in wireless networks. Recently, as the desires for the user mobility and
high-quality multimedia services increase, fast handoff among base sta-
tions comes to a center of quality of connections. Therefore, minimizing
re-authentication latency during handoff is crucial for supporting various
promising real-time applications such as Voice over IP (VoIP) on public
wireless networks. In this study, we propose an enhanced proactive key
distribution scheme for fast and secure handoff based on IEEE 802.11i
authentication mechanism. The proposed scheme reduces the handoff de-
lay by reducing 4-way handshake to 2-way handshake between an access
point and a mobile station during the re-authentication phase. Further-
more, the proposed scheme gives little burden over the proactive key
pre-distribution scheme while satisfying 802.11i security requirements.

1 Introduction

Nowadays, wireless local area network (LAN) systems based on IEEE 802.11
standard are emerging as a competent technology to meet the requirements
of users for high-speed wireless Internet connectivity. Due to the lack of mo-
bility support of IEEE 802.11, however, seamless mobile services, particularly
for real-time applications such as voice over IP (VoIP) are hard to be served
in IEEE 802.11 networks when a mobile station (STA) moves from one access
point (AP) to another. Especially, Authentication, Authorizing, and Account-
ing (AAA) servers are supposed to be located far away from each AP so that
the full authentication delay requires about 1000ms [9]. This excessive latency
of complete user authentication and security negotiations which should be per-
formed at each AP during handoff can be a main obstacle to seamless services
for real-time multimedia applications. Therefore, fast re-authentication and re-
association schemes are essential during handoff between APs.

The current IEEE 802.11i [1] security architecture recommends an authen-
tication process to follow EAP/TLS [4]. In addition, IEEE 802.11i makes use
of IEEE 802.1x [3] model to authenticate the STA to the AAA server using
AAA protocols to prohibit unauthorized access to the network. The complete
EAP/TLS authentication, however, causes too large latency to support multi-
media services whose overall latency should not exceed 50ms [8].
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To solve this problem, many previous studies proposed fast handoff schemes in
diverse aspects [5]–[7]. A. Mishra et al. proposed the proactive key distribution
(PKD) scheme using a mobility topology of the network, Neighbor Graph, which
tracks potential APs to which an STA may handoff in near future [5]. Based
on the PKD scheme that reduces the handoff delay by pre-authenticating an
STA to next neighbor APs before handoff, M. Kassab et al. proposed two pre-
authentication schemes to reduce the authentication exchange duration: PKD
with anticipated 4-way handshake, and PKD with inter AP protocol (IAPP)
caching [7]. However, these schemes not only heavily burden a current AP with
excessive overheads but violate IEEE 802.11i trust assumptions.

In this study, an efficient pre-authentication scheme enhancing the proactive
key distribution method is proposed. The proposed scheme reduces the number
of exchanges for private session key generation between an STA and an AP
of the re-association phase by exchanging key-generating materials in the pre-
authentication phase before handoff. Therefore, the re-authentication delay of
4-way handshake during handoff can be reduced to that of 2-way handshake. In
addition, the proposed scheme guarantees security requirements of IEEE 802.11i
standard and secure communications between an STA and each AP.

2 Related Work

IEEE 802.11i uses IEEE 802.1x [3] framework to authenticate and authorize
devices connected to the network. In the IEEE 802.1x framework, a supplicant
authenticates to a central authentication server (AS) using an extensible authen-
tication protocol (EAP) [4] like the EAP/TLS. After the mutual authentication,
the authenticator and the supplicant establish keying materials, and then the
AS directs the authenticator to allow the STA to access the network.

2.1 EAP/TLS Authentication

In the IEEE 802.11i authentication process using the EAP/TLS, the STA and
the AAA server mutually authenticate each other based on a certificate from a
common trusted certificate authority (CA). The mutual authentication process
drives the STA and the AAA server to share a strong secret master key (MK) and
to initialize pseudo-random functions (PRF) for generating further key materials.
The STA and the AAA server generate a pairwise master key (PMK) separately.

PMK = PRF (MK, ‘client EAP encryption’ |
ClientHello.random | ServerHello.random).

(1)

Then, the AAA server sends the PMK to the associated AP. After that, the
STA and the associated AP perform 4-way handshake through the EAPOL
protocol [2] to confirm the PMK between them and to derive a session key,
pairwise transient key (PTK). The 4-way handshake is described as follows:
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Fig. 1. Complete EAP/TLS authentication exchange

1. Message(A): EAPOL-Key(ANonce, Unicast)
– This message contains ANonce, which is a nonce value generated by the

AP. Once the STA has received this message, the STA can derive a PTK.
This message is not encrypted or integrity-verified.

2. Message(B): EAPOL-Key(SNonce, Unicast, MIC)
– This message contains SNonce, which is a nonce value generated by the

STA, and a message integrity check (MIC) to protect its integrity. The
AP derives the PTK using SNonce and verifies the MIC. If this step
succeeds, the AP can confirm that the STA has the correct PMK and
PTK, and that there is no man-in-the-middle attack.

3. Message(C): EAPOL-Key(Install PTK, Unicast, MIC)
– This message tells the STA that the AP is ready to begin encryption

using PTK. If this step succeeds, the STA can verify that the AP has the
correct PMK and PTK, and that there is no man-in-the-middle attack.

4. Message(D): EAPOL-Key(Unicast, MIC)
– After this message is sent, both sides install the PTK and begin data

encryption using the PTK.

During the 4-way handshake, the STA and the AP generate PTK separately.

PTK = PRF (PMK, ANonce, SNonce, STAmac, APmac), (2)

where STAmac and APmac represent the MAC addresses of the STA and the
AP, respectively. The PTK is shared only between the STA and the currently
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Fig. 2. Authentication exchange process with PKD

associated AP for secure communication between them. The confidentiality of
the PTK is only based on a secrecy of the PMK because other key-generating
materials are exposed. Fig. 1 describes the complete message exchanges and the
point of each key generation time during a complete EAP/TLS authentication.

2.2 Proactive Key Distribution

The proactive key distribution (PKD) scheme [5] pre-authenticates an STA to
next APs by generating and pre-distributing authentication keys, PMKs, to the
neighbor APs of the currently associated AP before handoff.

PMK0 = PRF (MK, ‘client EAP encryption’ |
ClientHello.random | ServerHello.random),

PMKn = PRF (MK, PMKn−1 | APmac | STAmac),
(3)

where n represents the nth re-association. The PMK0 is generated during a first
mutual authentication between an STA and an AAA server. The AAA server
pre-distributes the PMKn to next neighbor APs for pre-authentication. This
prevents other dissociated APs from generating the current PTK, which follows
the IEEE Task Group I (TGi) trust assumption that the only associated AP and
the AAA server are trusted [5]. Thus, the mutual authentication process between
an STA and an AAA server after handoff is reduced to perform 4-way hand-
shake and group key handshake as shown in Fig. 2. The PKD method reduces
the full authentication delay of about 1000ms to the re-authentication delay of
60ms [9], but still exceeds the expected latency for real-time applications.

2.3 Other Approaches for Pre-authentication

Recently, M. Kassab et al. proposed two pre-authentication methods based
on the PKD method [7]. The main idea of these methods is to reduce the
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re-authentication delay by performing 4-way handshake in the pre-authentication
phase at the expense of additional loads and security degradation.

PKD with IAPP Caching. In the PKD with IAPP caching method, a current
AP calculates all the PTKx for its neighbor APx separately using the PMK, and
pre-distributes the PTKx and its valid time value to the corresponding neighbor
APx through the inter access point protocol (IAPP) [2]. Upon handoff to a new
APx, the STA derives the PTKx and authenticates itself to the AP with the
PTKx through the group key handshake. Thus, the re-authentication phase is
reduced to the group key handshake process without 4-way handshake. This
re-authentication, however, is temporary authentication, which remains valid
only within the time limit. After the time limit, the STA and the AP should
authenticate each other and generate a permanent PTK for secure channel again.

PKD with Anticipated 4-way Handshake. In the PKD with anticipated
4-way handshake method, an STA and neighbor APs perform 4-way handshake
through the current AP in the pre-authentication phase in advance. Thus, this
method also reduces the re-authentication delay to the only group key handshake
delay. To carry out 4-way handshake, the STA receives a list and MAC addresses
of neighbor APs of the current AP from the AAA server. So, the STA can
generate PTKs with the neighbor APs through its current AP using PMKns.

3 Efficient Proactive Key Distribution

In this section, a pre-authentication scheme based on the PKD method is pro-
posed for fast handoff in the IEEE 802.11 network environment. The main idea of
the proposed scheme is to perform 2-way handshake during a pre-authentication
phase and perform remaining 2-way handshake during a re-authentication phase
while satisfying security requirements of the IEEE 802.11i standard.

3.1 Modified EAP/TLS Authentication

To exchange the nonce values between an STA and APs in the pre-authentication
phase, the STA transmits its nonce value to an AAA server through the follow-
ing modified message exchange during the first full EAP/TLS authentication:

EAP-TLS:empty −→ EAP-TLS(SNonce).

Then, the AAA server stores the nonce value received from the STA and delivers
it with the PMK to the associated AP. Upon receiving the nonce value, the AP
can generate the PTK for the STA. Then, the AP transmits its nonce value and
MIC to the STA to verify that the AP has the correct PMK and PTK through
the modified EAP-Success message exchange:

EAP-Success −→ EAP-Success(ANonce, MIC).
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Fig. 3. Authentication exchange process with efficient PKD

Therefore, thereafter only 2-way handshake is required to establish the PTK
between the STA and the AP, and check the integrity of the keying materials.
The 2-way handshake process is described as follows:

1. Message(A): EAPOL-Key(Install PTK, Unicast, MIC)
– This message tells the AP that the STA is ready to begin encryption

using the PTK. If this step succeeds, the AP can verify that the STA
has the correct PMK and PTK, and that there is no man-in-the-middle
attack.

2. Message(B): EAPOL-Key(Unicast, MIC)
– After this message is sent, both sides install the PTK and begin data

encryption using the PTK.

3.2 Authentication with the Efficient PKD

After the first mutual authentication between an STA and an AAA server, the
AAA server requests neighbor APs to pre-authenticate the STA by sending
the corresponding PMK and SNonce of the STA. Upon receiving them from
the AAA server, the neighbor APs generate their own PTK for the STA dur-
ing a pre-authentication phase and respond to the AAA server with their own
nonce values and MICs of the message. Upon receiving them, the AAA server
transmits a list of neighbor APs, their nonce values, and MICs to the STA. After
that, the STA generates PMKs and PTKs corresponding to each neighbor AP
and verifies that each neighbor AP has the correct PMK and PTK. If these steps
succeed, the AAA server completes the pre-authentication phase by transmitting
an access accept message to the neighbor APs as described in Fig. 3(a). Upon
handoff, the STA selects the corresponding PMK and PTK to the re-associated
AP among the keys which were generated in the pre-authentication phase. Then,
the STA and the AP check for the integrity of the keys and install the PTK by
performing 2-way handshake as described in Fig. 3(b).
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4 Protocol Analysis

4.1 Performance Evaluation

In this section, the performance of the four authentication schemes is ana-
lyzed: PKD, PKD with IAPP caching, PKD with anticipated 4-way handshake,
and the proposed scheme. The overall results of the analysis are summarized
in Table 1 in which m represents the average number of neighbor APs per
each AP.

In Table 1, the communication factor represents the necessary number of mes-
sage exchanges for the PMK and PTK establishment among the entities. The
common exchanges of the first full EAP/TLS authentication exchanges, or group
key handshake are not included in this analysis. The computation factor repre-
sents secret keys, which should be generated by each entity per handoff except
the common key PMK0 and MK. The memory requirement factor represents
the memory consumption for a neighbor graph (NG) of the current AP, which
should be maintained by each entity for key generation in the pre-authentication
phase. The AP in the table is the current AP.

The IEEE 802.11i security factor represents whether the schemes satisfy the
security requirements of the IEEE 802.11i standard: (1) There should be mu-
tual authentication and fresh key derivation at each AP, (2) Mutual authentica-
tion should not cause man-in-the-middle attack. The PKD with IAPP caching
method is vulnerable to the AP’s compromise and the man-in-the-middle attack
because each AP should participate in the process of other APs’ secret key estab-
lishment. Thus, even a single AP’s compromise can be a great threat to the secu-
rity of the whole network.The total communication exchanges for authentication
of the proposed scheme is the least compared to the other schemes. The PKD
with anticipated 4-way handshake scheme has the shortest re-authentication de-
lay; however, as the network size increases and the neighbor relationship of APs
changes frequently, the total authentication efforts of the scheme may increase
most greatly due to the overburdened pre-authentication process.

Compared to the PKD method, the proposed scheme requires one more com-
munication exchange in the pre-authentication phase, but reduces the 4-way
handshake to the 2-way handshake while keeping the other protocol exchanges
intact and satisfying IEEE 802.11i security requirements. This can support the
secure and seamless multimedia services in IEEE 802.11 network in that the
re-authentication delay would be reduced from 60ms to the half.

4.2 Security Analysis

Key Freshness. To guarantee the freshness of a key derived at each AP, how to
refresh the nonce value of an STA can be one of the considerable issues. Although
the freshness of the PTK can be guaranteed by the freshness of the ANonce, a
reuse of the SNonce may make a system vulnerable to the replay attack. An
attacker who masqueraded as a participant in the system by forging a MAC
address can eavesdrop on every message, remember nonces and MICs of each
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Table 1. Performance analysis of authentication schemes

PKD PKD with PKD with anticipated Proposed

IAPP caching 4-way handshake scheme

Communi- Pre-auth. m (PMK) m (PMK), m (PMK) + 1 (list), m (PMK)

cation m (PTK) 2m×4-way handshake + 1 (list)

Re-auth. 4-way <permanent> 0 2-way

handshake 4-way handshake, handshake

group key handshake

Compu- STA PMKn, PTK, <temporary> PMKn, GTK, PMKn, PTK,

tation GTK PTK, GTK, m× PTK GTK

<permanent>

PMKn, PTK, GTK

AP 0 m× PTK 0 0

Memory STA 0 0 local NG local NG

Requirement AP 0 local NG 0 0

IEEE 802.11i Security Y N Y Y

message, insert forged messages, and replay stored messages with a combination
of known nonces and MICs. To refresh the nonce value of the STA, it can be
one solution for the AAA server to regenerate the SNonce on behalf of the STA
and distribute it to neighbor APs like the PMKn pre-distribution. That is,

SNoncen = PRF (MK, SNoncen−1, STAmac, APmac),

where n represents nth re-association of the STA. This can achieve the freshness
of the PTK. In addition, since the MK is securely shared between the STA
and the AAA server, no other participants but they can generate or predict the
appropriate SNonce per handoff.

DoS Attack. According to the security verification of 4-way handshake using
Murϕ model in [10], the 4-way handshake is analyzed to be vulnerable to a sim-
ple attack on Message(A) that causes PTK inconsistency between the AP and
the STA. An attacker who is impersonating the authenticator sends a forged
Message(A) to the STA after Message(B). The STA will then calculate a new
PTK corresponding to the nonce for the newly received Message(A), leading
to PTK inconsistency so that the subsequent handshakes to be blocked. The
vulnerability of the 4-way handshake to DoS attack on the Message(A) is ac-
tualized by the AP-initiated 4-way handshake in which the STA should must
accept all messages to allow the handshake to proceed while the AP can initiate
only one handshake instance and accept only the expected response within the
expected time. So, the memory exhaustion attack on the STA always exists.

In the proposed scheme, however, the STA initiates the handshake, thus the
STA needs not store all the unexpectedly received nonces and derived PTKs.
This prevents the memory exhaustion attack on the typically resource-
constrained STA. However, the STA-initiated 4-way handshake is still vulnerable
to the DoS attack on the Message(A). One possible solution is to add a MIC to



An Efficient Proactive Key Distribution Scheme 637

the Message(A) using a common secret such as a PMK to prevent an attacker
from forging it, and to use a sequence counter to defend against a replay attack.

5 Conclusion

In this study, an efficient pre-authentication scheme based on the PKD method is
proposed. The proposed scheme clearly improves the PKD method by reducing
the re-authentication delay to 2-way handshake by transmitting nonce values
between the STA and APs in the pre-authentication phase without security
degradation. An efficient key distribution scheme for fast and secure handoff is
an essential technology for secure and quality services in IEEE 802.11 networks.
Since the proposed scheme is simple and does not require any impractical trust
relationship among network entities, the scheme can be extensively adapted to
the PKD-based pre-authentication methods for fast handoff.
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Appendix

Formal Analysis of the Proposed Protocol

Here, we analyze our pre/re-authentication scheme using a logic-based formal
analysis tool [11] to ensure that our authentication protocol functions correctly.
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We deem that authentication is complete between the STA and AP if there is a
PTK such that both believe(|=) the share of it(P TK↔ ):

STA |= STA
PT K↔ AP, AP |= STA

PT K↔ AP.

We idealize the protocol below, with STA and APn as the principals, AS as the
AAA server, Ns and Na as the nonce values, MACAP n

as the MAC addresses
of APns, and MICk{m} as the MIC of the message m encrypted under the key k.

(Pre-authentication)
Message 1. AS → APn : PMK, Ns

Message 2. APn → AS : Na, MICPTK{Na}
Message 3. AS → STA : MACAP n , Na, MICPTK{Na}
(Re-authentication)
Message 4. STA → APn : MICPTK{}
Message 5. APn → STA : MICPTK{}

To analyze this protocol, we first give the following assumptions:

STA |= STA
PMK↔ AS, AS |= STA

P MK↔ AS,

AS |= STA
PMK↔ APn, STA |= AS| ∼ Ns(AS conveyed Ns),

APn |= AS � Ns(AS is told Ns), STA |= �(Na)(Na is fresh),
APn |= �(Ns).

We analyze the idealized version of our authentication protocol by applying
logical postulates of [11] to the assumptions; the analysis is straightforward. For
brevity, we do not describe our deductions, and simply list the final results:

Analysis of Message 1. APn |= STA
PT K↔ APn

Analysis of Message 2,3. STA |= STA
PT K↔ APn

Analysis of Message 4. APn |= STA |= STA
P T K↔ APn

Analysis of Message 5. STA |= APn |= STA
P T K↔ APn

This state achieves more than the complete condition of the authentication. Each
principal, STA and neighbor APs, knows a shared secret, PTK, with each other
and has a knowledge of a shared secret that he believes the other will accept
as being shared by the two principals. From this point, they can transfer data
securely.
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Abstract. Mobile IP (MIP) has been paid a lot of attention as a good candidate 
to provide such global mobility among heterogeneous networks. And, IPv6 in-
corporates the mobility into its extended function which is referred to as mobile 
IPv6 (MIPv6). On the other hand, authentication, authorization and accounting 
(AAA) service now plays an important role in many networks. Considering the 
future popularity of MIPv6 in many networks, investigating the MIPv6 archi-
tecture in a way that the fast handoff is well supported in the presence of AAA 
is desirable. In this paper, we propose a new authentication procedure for 
MIPv6-based networks where the original procedures of both fast handoff and 
AAA are still preserved to inter-operate with other networks. The proposed 
temporary authentication allows the roaming user to continue communication 
activities even before the user is fully authenticated by the corresponding AAA 
server in the home domain. The simulation results are very encouraging in that 
the proposed architecture shortens the handoff time significantly from that of 
the conventional approach up to 70%. 

Keywords: temporary authentication, MIPv6, AAA, fast handoff and wireless 
mobile networks.  

1   Introduction 

The concept of mobility was originally designed for the mobile telecommunication 
networks such as in the global standard for mobile (GSM) for voice services. Re-
cently, the mobile Internet Protocol (MIP) was designed to provide the mobile data 
service for IP-based networks. On the other hand, there is s trend that future networks 
such as third- and fourth-generation (3G/4G) mobile networks are being designed to 
support not only voice services but also data and video services even in heterogeneous 
wireless networking environment. To provide mobility in heterogeneous as well as 
homogeneous wireless networking environments, MIP has been paid a good amount 
of attention as it could be an excellent means to achieve seamless multimedia services 
in heterogeneous networking environments [1][2].  
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Although MIP is designed to offer global mobility, fast handoff and seamless ser-
vice were not a big concern. Hence, some micro-mobility schemes in support of fast 
handoff have been proposed to reduce the detection time of roaming, the frequency of 
registration, and the amount of registration traffic. Also, mobility has been incorpo-
rated into IPv6. Compared with mobile IPv4 (MIPv4), mobile IPv6 (MIPv6) is  
designed in a built-in fashion with the IPv6 extended header and Internet Control 
Message Protocol (ICMP)v6 [2]-[4].  

AAA has become an important issue in mobile networks based on IP. When a mo-
bile node (MN) moves to another administrative domain, it should be authenticated 
and authorized to access the visiting network. For example, when an MN with both 
wireless LAN (WLAN) and general packet radio service (GPRS) modules moves 
from a WLAN domain to a GPRS domain, the MN should be authenticated by the 
GPRS operator and there should be an agreement between WLAN and GPRS opera-
tors on roaming services.  

In this paper, we propose a new authentication procedure of MIPv6 with AAA in 
support of fast handoff, and compare this with that of the conventional procedure. It is 
interesting to note that whereas the MIPv6 with AAA does not consider fast data 
forwarding, the MIPv6 with fast handoff such as hierarchical MIPv6 aims at achiev-
ing seamless data service with fast registration and short handoff latency [5]. The 
proposed authentication procedure in this paper is designed to provide AAA service 
in the context of fast handoff, meaning that it minimizes the time required for AAA 
service. The proposal adds a temporary authentication during handoff between the 
AAA servers in previous and new visiting domains to minimize AAA service time 
while the original AAA and fast handoff functions are preserved for inter-operability 
with other conventional networks. In the temporary state during handoff, the MN is 
permitted to transmit and receive data with some restrictions and the AAA server  
in the new visiting domain tries to obtain the full authentication from the AAA server 
in the home network. Since the fast handoff function is supported, the data delivered 
to the previous visiting domain are forwarded to the MN.  

To show the efficiency of the proposed authentication procedure, we evaluate the 
performance by simulation which reveals the handoff latency and packet loss. As 
expected, the handoff latency of our procedure has much smaller values than that of 
the conventional procedure. The packet loss of the MN in the proposed procedure is 
ideally zero because fast handoff is supported. Our proposed authentication demon-
strates a way that fast handoff service can be effectively supported even with AAA 
service in MIPv6-based networks. 

Following this section, MIPv4 with AAA are explained in Section 2 where the 
conventional components of AAA and MIP are reviewed. The requirements on 
MIPv6 with AAA are briefly described in addition. In section 3, the architecture and 
the conventional authentication procedure of MIPv6 with AAA are described. In  
section 4, the proposed authentication procedure is explained with the temporary 
authentication, and many considerations are discussed compared with the conven-
tional procedure. To show the effectiveness of our proposal, the simulation results and 
comparison study are presented in section 5. Finally, the conclusion is given in  
section 6. 
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2   Related Work 

The MIP provides the mobility of an MN in the IP-based network without changing 
the IP address of the MN. There are two immediate concerns in MIP; one is the mi-
cro-mobility with fast handoff and the other is security.  This has solicited various 
micro-mobility schemes. Also, the security issue of granting an access right to an MN 
to its visiting domain has become an important issue [6]. Whenever it roams to an-
other administrative domain, an MN is required to be authenticated and/or authorized 
by both the home and visiting domains. Figure 1 shows the AAA architecture for an 
MIPv4 network where the AAA home (AAAH) and AAA foreign (AAAF) are the 
servers that authenticate and authorize access of an MN to the foreign domain. The 
AAA client functionalities are included in a home agent (HA) and a foreign agent 
(FA) which share security associations (SAs) with their AAA servers; SA-HA and 
SA-FA. And, the AAA servers share a SA-FH by which the credentials of the MN can 
be negotiated for authentication and integrity check purposes. 

The MN sends a registration request to the FA with the network access identifier 
(NAI). In addition, it sends a response to the FA in response to the local challenge 
(LC) given in an agent advertisement message. The AAAF obtains MN’s home net-
work information form the registration request and delivers the request to the AAAH. 
Three session keys for the SAs, MHA-Key, MFA-Key and HFA-Key, which are used 
during the registration procedure, are shown in the figure.  

 

Fig. 1. Architecture of MIPv4 with AAA 

Although MIPv4 and MIPv6 support the mobility at the same layer, there are some 
differences. The FA in MIPv4 does not exist in MIPv6 since the extended header of 
IPv6 and ICMPv6 support the function of the FA. In the collocated care-of address 
(CoA) mode, the FA informs this mode to MNs by setting a control bit in agent adver-
tisement messages, meaning that it authorizes the MNs’ access to the visiting  
network. The attendant node with FA will be responsible for authentication and au-
thorization of the MN prior to its access to the resource. The attendant functionality 
can be implicitly supported in some other agents in wireless and mobile networks [7]. 

An access router (AR) is assumed in MIPv6 to provide the attendant function and 
to broadcast advent advertisement messages. In the architecture of MIPv4 with AAA 
support, the AAA servers should perform key generation and distributions for the SAs 
among MIPv4 entities. 



642 J.-W. Lee, S.-W. Min, and B.K. Choi 

3   Conventional Procedure 

Following the MIPv4 architecture and the requirement on MIPv6 with AAA, we por-
tray the architecture of MIPv6 with AAA in Figure 2, where an AR is assumed to 
carry out the attendant functionality of AAA. Although the key generation and 
agreements between AAAH and AAAF are accomplished, the AR should have the 
function of sharing a SA-AR with AAAF [8]. After receiving the advertisement and 
sending the information of credentials to the AR, an MN can be authenticated and can 
access the network through the AR. In order for the AAAH to generate and distribute 
the requested session key to the MN, a temporary session key (TSK) is needed be-
tween MN and AR. The TSK allows delegating functions such as entity authentica-
tion and key derivation to the visited domain. 

 

Fig. 2. Architecture of MIPv6 with AAA 

In the MIPv6 with fast handoff, the important issue is to reduce the registration 
time and the amount of associated signaling traffic. As long as an MN stays in the 
authentication process, the fast handoff procedure is not taking place because the 
authentication has a higher priority. After it is authenticated and authorized, an MN 
resumes sending or receiving packets to/from a new visiting network. To recover 
normal operation from the transitional handoff processing state, the MN is first con-
figured with a new CoA when it attaches to a visiting network, and then sends the 
credential of the MN to the AR in the visiting network, and then finally performs the 
binding update procedure with its HA and correspondent nodes (CNs).  

The binding update procedure in the MIPv6 with AAA architecture is shown in 
Figure 3. After receiving an advertisement message including a LC, the MN sends a 
binding update (BU) message to the AR, where it contains the challenge response, the 
HA address, NAI, the MN’s credential and the key-information. The MN’s credential 
is used for the authentication of the MN by the AAAH. The key-information is used 
to establish SAs between the MN and the AR, and between the MH and the HA.  

When there is no such a SA, an AAA client request (ACR) can be forwarded to a 
broker such as an AAA broker. The AAAH extracts the MN’s credential and deter-
mines whether the MN can be authenticated based on the pre-registered database 
information. Before the binding update procedure, the AAAH randomly generates and 
delivers a session key to the MN, the HA, and the AR. A home agent MIPv6 request 
(HOR) with the MIPv6 BU is sent from the AAAH to the HA. 
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Fig. 3. Conventional Procedure of MIPv6-AAA registration and binding update 

A home agent MIPv6 answer (HOA) with the MIPv6 binding acknowledgement 
(BA) is replied from the HA. After receiving the HOA, the AAAH updates the data-
base about the MN, makes and sends an AAA client answer (ACA) to the AAAF, 
which contains the authorization information about the MN’s roaming privilege, ac-
cess scope and the related lifetime, as well as the MIPv6 BA and a TSK for the MN 
and the AR. The AAAF grants the access of the MN to the foreign domain based on 
the information of the ACA message, and forwards it to the MN. Finally, the MN can 
receive the MIPv6 BA in the ACA message. When the binding update procedure is 
successfully completed, the MN obtains the parameters and information about avail-
able service since the binding has been authenticated and authorized by the AAA 
servers.  

4   Proposed Authentication Procedure for Fast Handoff in MIPv6  

Since MIP has been designed to support data service, there might be long handoff 
latency and some packet could be lost accordingly. To solve these problems, there have 
been many efforts and proposals to support micro mobility and fast handoff, which 
reduce handoff latency, the frequency of registration, and the amount of associated 
signaling traffic. Hence, the packet loss can be decreased and seamless data service 
may be possible. In this section, we consider an MIPv6 architecture with fast handoff 
where AAA is supported in a similar manner as in the previous section. 

We propose an authentication procedure of inter-domain handoff in MIPv6 and con-
sider its related data flow form the ARs with the proposed authentication procedure. 
Figure 4 shows an MIPv6 network with AAA and fast handoff where the sequences of 
data traffic before and after handoff are indicated. Three data paths can be observed; 
the first is before handoff, the second is during temporary handoff, and the last is after 
handoff. The second path is one of the consequences of fast handoff. Without a fast-
handoff scheme, there would be no second path. 

In our proposed scheme, the MIPv6 fast handoff and the MIPv6-AAA procedure are 
executed simultaneously. To get the authentication from the AAAH, the MN executes 
the normal AAA procedure to the AAAH through the AAAF server in the new foreign 
domain. After MN’s having the full authentication from the AAAH, there is no restric-
tion to access to the visiting network under the pre-assigned contract of the MN.  
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Fig. 4. Data flows in MIPv6 with AAA and fast handoff 

Since an MIPv6 fast handoff scheme, which is defined as an extension of MIPv6, 
is needed, the layer-2 triggering scheme is assumed in our proposal and simulation. 
For MIPv6 fast handoff, both fast roaming detection and fast binding update to the 
HA and CNs are necessary. Solutions without layer-2 information could provide fast 
binding update but not fast roaming detection. Hence, the layer-2 triggering scheme, 
which is more appropriate in the case of wireless mobile network, is adopted for 
MIPv6 fast handoff in this paper.  

The proposed procedure is in Figure 5. With layer-2 triggering information, an MN 
can detect its movement and sends a router solicitation message to a new AR (nAR). 
The nAR sends out its router advertisement message with the network prefix. On 
receiving the router advertisement message, the MN configures a new CoA (nCoA) 
with network prefix information and sends a fast binding update (FBU) message  
to the old AR (oAR) which contains a BU message to the HA. Binding of the nCoA 
and the oAR is performed to forward packets buffered during handoff. The FBU 
makes the oAR to start the packet buffering and configure a tunnel to either the MN 
with the nCoA information or the nAR if provided in the FBU message. 

 

Fig. 5. Proposed Procedure of MIPv6-AAA registration and binding update for fast handoff 
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The oAR issues an AAA message including the FBU to its AAAF in the previous 
foreign domain (oAAAF) in which a handoff initiation (HI) message is generated to 
the AAAF in the new foreign domain (nAAAF)  in order to execute the operation for 
fast handoff. Also, for a secure communication between the oAR and the nAR, a TSK 
is randomly generated by the oAAAF, which is transmitted directly from the oAAAF 
to the oAR, and to the nAR through the nAAAF with the HI message, respectively. 
When it is successfully completed, the nAR sends a handoff acknowledgement 
(HAck) message to the oAR as the response to the HI message. Also, the nAR gener-
ates a fast binding acknowledgement (FBA) message to the MN. After receiving the 
HAck and FBU messages, the oAR forwards the buffered packet. Upon receiving the 
FBA message, the MN can send or receive a packet through the nAR. Optionally, a 
fast neighbor advertisement (FNA) message could be used from the MN to the nAR 
in order to forward the buffered packet to the MN [8]. However, the MN may have a 
restriction because it is not authenticated by the AAAH. 

During the temporary authentication procedure with the oAAAF and the MN, the 
nAAAF should execute the binding update procedure with the MN’s HA simultane-
ously. Since the FBU message includes the BU message for MIPv6, the nAAAF can 
do the general AAA operation of the binding update procedure with the AAAH. 
Through the nAAAF and the AAAH servers, the MN can process the binding update 
procedure with the HA and CNs. This procedure is shown at the bottom part in  
Figure 5, which is the same as the conventional binding procedure without fast  
handoff. 

With the proposed procedure, an efficient authentication during handoff can be 
performed to reduce the handoff latency and packet loss. While the fast handoff in 
mobile networks has been designed to shorten the delay of user traffic and the amount 
of registration signaling traffic, AAA has evolved from the basic network infrastruc-
ture independently of fast handoff features. Unless AAA is considered in the context 
of the fast handoff, the fast handoff and AAA would be independently applied to 
MIPv6 and the effectiveness of the fast handoff would significantly degrade. Al-
though the fast handoff seems to provide the fast binding update, the AAA message 
exchanges would prolong the handoff processing latency and would be resulted in the 
source of performance bottleneck. In our proposal, the temporary authentication 
between the previous foreign domain and a new domain is adopted during handoff 
period before a full authentication is performed with the AAAH. The temporary au-
thentication inherently supports the objective of fast handoff.  

5   Performance Evaluation and Discussion 

We use the ns-2 extensions on Linux, ns-2.1b, to evaluate the performance of the 
proposed procedure. The ns-2.1b simulation platform, referred to as mobiwan, is 
widely used for MIPv6 in wide area networks [9]. In our simulation, we assume that 
there is a central router (CR) as a core network to interconnect four access networks, 
shown in Figure 8. Each access network is assumed to consist of its AAA server.  
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Fig. 6. Simulation model 

We assume that there are four domains connected by a CR and the distance be-
tween ARs is 450 m and the transmission range is 250 m. Also, the wireless LAN of 2 
Mbps bandwidth is assumed as a wireless domain, the wired connection is to be a 
duplex link with 5 Mbps, and the default link delay is 2 ms. Between the HA and the 
CR, a duplex link with 5Mpbs and the link delay of 10 ms are chosen in our simula-
tion. The chosen mobility model is the random waypoint mobility model for the ran-
dom movement with which an MN can move randomly within a wireless coverage 
area. Since an MN may generally compete with other MNs to send packets to the 
network through the AR, half of the MNs in a domain are assumed to receive data 
from the CR and the other half to send data to the CR. Here, the traffic source is as-
sumed to be UDP constant bit rate (CBR) without acknowledgement.  

The observed MN is assumed to have the maximum speed of 5 m/s and to be  
received 250 bytes at intervals of 10 ms of UDP CBR traffic while other MNs are 
assumed to generate background traffics with full-duplex at a rate of 32 Kbps. We 
assume that the number of MNs is twenty and the observed MN moves from domain 
1 to domain 4 via domains 2 and 3 at 10 m/s and then reaches the starting point again. 
The characteristic of the link delay depends on the allocated bandwidth as well as the 
distance between network nodes. Hence, we choose the link delay as a simulation 
parameter in our simulation. As performance measures, we observe the handoff la-
tency and packet loss as the value of the link delay changes. The handoff latency is 
defined as the elapse from the time when the last packet is received via the old router 
to the time when the first packet arrives through a new route after roaming.  

In our simulation, we have compared the latency and the packet losses of the con-
ventional MIPv6-AAA registration procedure and the proposed MIPv6-AAA with 
fast handoff procedure. Figure 7 shows the result of the handoff latency with varying 
link delay. Under 100 ms, there is no big difference between the conventional proce-
dure and ours. However, above 100 ms where the distance between the foreign do-
main and the home domain becomes far, the latency difference between two schemes 
increases. Compared with the conventional procedure, the proposed procedure re-
duces the handoff latency between the roaming detection of the observed MN and the 
data redirection to its nCOA. Since the temporary authentication is accomplished 
quickly between the two foreign domains, it allows for low latencies. Without the  
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Fig. 7. Handoff latency vs. link delay 

temporary authentication, the latency performance would be the same as the perform-
ance of the conventional procedure even with fast handoff. 

Figure 8 presents the number of packets lost during handoff. Like the handoff la-
tency performance, the conventional procedure has the similar pattern since long 
handoff latencies cause packet loss during handoff. After the link delay reaches 100 
ms, the packet loss during handoff increases. If there is no need of authentication after 
handoff, it may be possible for the MN to send and receive with the nCoA. And, the 
packets transmitted through the oAR could be forwarded to the MN according to a 
fast handoff scheme. When authentication is required in the new visiting domain, 
however, the MN should wait until it is authenticated even though it is configured 
with the nCoA. In case that authentication is needed for the MIPv6 with fast handoff, 
our proposed procedure solves the packet loss problem within shorter packet delay 
than the conventional procedure with fast handoff does. This result may be similar to 
Figure 7 because the handoff latency can be considered as another consequence of the 
packet-forwarding delay during handoff. 

  
Fig. 8. Packet losses vs. link delay 
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6   Conclusion 

In this paper, we considered the MIPv6 with fast handoff and AAA functions, and 
proposed an authentication procedure with temporary authentication. The full authen-
tication state is still used without modification to the original AAA and the fast hand-
off functions. During the temporary state in handoff an MN can access the new  
visiting network with a restriction of the authentication between the previous and new 
visiting networks. And, the MN goes into the state of full authentication which is 
carried out by the original AAA procedure. Without an appropriate measure such as 
the proposed temporary authentication, the effectiveness of fast handoff is hard to be 
maintained since the authentication is performed at a higher priority than data deliv-
ery. Our solution in MIPv6 with both fast handoff and AAA works well as demon-
strated by simulations, and is applicable to MIPv4 with those functions. Also, it is 
efficient in the case of hierarchical MIPv6 with AAA support, where a mobile anchor 
point will act as the AR. We expect our proposal be contributing to the all-IP envi-
ronment in future networks. 
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Abstract. Wireless LAN systems have been deployed for wireless internet ser-
vices for hot spots, home, or offices. Recently, WLAN-Based Mesh Network-
ing is developed with the benefit of easy deployment and easy configuration. 
Due to the characteristic of distributed environment, Wireless Mesh Net-
works(WMNs) need a new authentication scheme which allows multi-hop 
communication. In this paper, we propose a distributed authentication method 
which significantly eases the management burden and reduces the storage space 
on mesh points, thus enables the secure and easy deployment of WMNs.   

Keywords: Wireless Mesh network, Distributed authentication, WLAN. 

1    Introduction 

Traditional single-hop network architecture dominates the current wireless and 
mobile communication technology.  However, it imposes several limitations on its 
deployment in terms of coverage, cost, capacity and scalability. For example, 
widely deployed IEEE 802.11-based wireless LANs require a wired connection on 
each dedicated access point (AP). Since all mobile stations (STAs) need to be 
connected to a single AP, network throughput becomes poor with many stations 
operating simultaneously. Alternatively, multi-hop communication is known to 
overcome these limitations of single hop networking. Until recently, multi-hop 
techniques had been studied only in context of mobile ad hoc networks 
(MANETs).  

Similar to MANETs, Wireless Mesh Networks (WMNs) is emerging as a  
multi-hop mobile network. Wireless mesh allows many individual nodes to be  
interconnected automatically with computers nearby, to create a large-scale,  
self-organizing network. Mesh is increasingly being adopted as an alternative to 
cable or DSL which are used for last-mile coverage[3]. In wireless mesh networks, 
intermediate nodes can function as a router to forward data transmitted from the 
source to a destination that is located in more than one hop away.  
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Following list shows potential strengths of WMNs:  

- Self-configuration: Mesh networks are self-organizing and self-configuring in the 
sense that they relieve service providers and/or IT departments from continuous 
administration. Deployment of mesh network also becomes easy and fast  com-
pared to other types of networks.   

- Increased reliability: Redundant links in mesh networks provides added reliability 
even if some nodes fail to function. 

- Increased capacity: Use of multiple channels and interfaces provides extra spatial 
reuse of available bandwidth, and it enables multiple data flows co-exist in the 
shared medium, thus the overall network capacity is increased. 

- Coverage extension: Mesh network’s multi-hop communication enables covering 
dead-zones. Any reachable mesh node can relay the traffic, so connectivity and 
network access can be provided.  

- Energy conservation: Multi-hop communication, smart routing and medium ac-
cess co-ordination contribute for saving power for energy-constraint devices.  

In spite of its useful functions and characteristics, WMNs lack of efficient and scal-
able security solutions, because their security can more easily be compromised due to 
several factors: their distributed network architecture, the vulnerability of channels 
and nodes in the shared wireless medium, and the dynamic change of network topol-
ogy [1]. Attacks on routing protocols and Medium Access Control(MAC) protocols 
are possible. For example, the backoff procedures and NAV for virtual carrier sense 
of IEEE 802.11 MAC may be misused by some attacking nodes, which causes the 
network to always be congested by these malicious nodes. WMNs wireless link is 
vulnerable to attack like other wireless medium, so a cryptographic protection has to 
be provided. 

IEEE 802.11i standard[12] defines the security architectures for protecting the link 
layer between two entities- STA and AP.  It provides the security architecture such as 
authentication, confidentiality, key management, data origin authenticity and replay 
protection. Authentication framework of this standard is for both infrastructure mode 
ad-hoc mode(IBSS mode). This authentication framework uses a combination of 
several protocols such as IEEE 802.1X and transport layer security(TLS).  As shown 
in Fig.1, authentication is performed through the interaction of three entities- STA, 
AP, and Authentication server.  

Authentication is performed to make only legitimate nodes can access the network. 
For infrastructure WLAN, this is performed through a centralized server such as 
RADIUS (Remote Authentication Dial-in User Service). Such a centralized scheme is 
not suitable for WMNs, where the network topologies are dynamic and distributed 
due to mobility and network failure that comes from their ad-hoc feature. Moreover, 
key management in WMNs is much more difficult than in infrastructure wireless 
LANs, because it’s more complicated for a central authority to handle the distributed 
network, and the dynamic characteristic of WMNs makes the key management more 
complicated. Key management in WMNs needs to be performed in a distributed but 
secure manner. Therefore, a distributed authentication and authorization scheme with 
secure key management is needed for WMNs. Distributed Authentication with a pub-
lic key infrastructure is straight forward for the implementers. It is, however, a major 
management and operational hurdle for end users. Historically, PKI’s have only been  
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Fig. 1. IEEE802.11i Authentication model based on IEEE802.1X 

attempted by large well-funded organizations and not by smaller organizations and 
home users. Yet these people (the SoHo users) are the very end users a distributed 
authentication mechanism is meant to target. 

In this paper, we propose a novel distributed authentication algorithm which is 
suitable for WMNs. In our approach, the administrator does not  have to provide each 
mesh point with the keys of all other mesh nodes, and  a key for the authenticating 
station need only exist some where within the mesh. This significantly eases the man-
agement burden and reduces the storage space on mesh points. 

The rest of the paper is organized as follows. Section 2 briefly describes some re-
lated works in WLAN and mesh networks. Section 3 presents the design and detailed 
description of Dynamic Distributed Authentication(DDA) scheme. Then, we present 
the evaluation results of analytical modeling and then finally we made a conclusion. 

2   Related Works 

Security issues on wireless mesh networks are very similar to those in sensor or ad-
hoc networks, and these were well evaluated on the previous literatures[11]. Because 
of their large scale and dynamic topology change, key establishment based on public-
key or symmetric key is one of the issues in wireless ad-hoc networks. Chan[9] and 
Jolly[8] introduced efficient key distribution schemes which have benefit for low 
power sensor nodes. TinySec[7] provides link layer encryption mechanism for access 
control, integrity, and confidentiality for TinyOS. This mechanism uses a symmetric 
key scheme for link layer data protection. TESLA[11] introduces an authenticated 
broadcast scheme which uses purely symmetric primitives and introduce asymmetry 
with delayed key distribution.  

But these security problems and their solutions are not directly applicable to 
WMNs. The most important fact that impacts the performance for ad hoc sensor net-
works is power consumption, so important parameter that affects the performance of 
the security function is power consumption. The above schemes were designed for  
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ad-hoc sensor networks where thousands of nodes are distributed over the large area, 
and the proposed schemes were based on the centralized access control under the 
assumption of existence of the central authority. 

On the other hand, usage models for WLAN based WMNs includes office, residen-
tial, campus, public, safety/military networks[14]. As well as the power consumption, 
easier installation is one of the most important functionality that is necessary for rapid 
deployment of WMNs. Most of the proposed security schemes for ad-hoc network 
assume that every node has pre-shared secret before the installation, and authentica-
tion is performed by using this pre-shared secret. But pre-installing of the shared 
secret of every node is a critical overhead for the network consisting of large number 
of entities. 

Authentication in IBSS mode is defined in 802.11i for ad-hoc communication, 
where one hop peer-to-peer communication is performed. This is a candidate authen-
tication method for WMNs. But, to use this with either certificate or pre-shared 
key(PSK), all the certificates or keys of the nodes have to be pre-installed in each 
node. Also, authentication has to be performed twice between two nodes. i.e. one 
node plays the role of authenticator and supplicant in each authentication. Thus when 
there are N nodes in a WMN, N*(N-1) number of keys have to be maintained for the 
WMN, which results in high key management overhead.  Thus an efficient authenti-
cation method for mesh needs to be provided.  

3    Dynamic Distributed Authentication (DDA) Scheme 

This section describes the detailed design of DDA scheme. First, we show the back-
ground and architecture of the proposed scheme. After that, we explain DDA scheme 
that performs the dynamic distributed authentication in detail.  

3.1   Overview  

As shown in the previous chapters, authentication and key management is one of the 
important hurdles for the deployment of Wireless Distributed Systems(WDS) which 
construct WMNs. In this section we introduce a novel distributed authentication 
mechanism that offers a high scalability. Especially, this algorithm allows small en-
terprises to use a shared secret mechanism and still allows a multi-hop environment to 
grow beyond a single AP in WDS. This method can enable the installation of the 
WDS easier, thus it enhance the easy deployment of WDS. 

If an organization were to use the existing IBSS authentication for the Mesh, then 
the administrator would have to provide every mesh point with the key for every 
station. In a dynamic organization, this management burden would be intolerable. The 
only solution, currently, is to install a AAA server and perform centralized authentica-
tion. But, this management burden may be too heavy as well. 

In our approach, the administrator need only establish a PSK with only one mesh 
point within the WMN and the station. The protocol, described below, will automati-
cally find a shared key in the WMN if it exists, and establish a new fresh secret be-
tween the station and the mesh point to which this station is associating. 
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The typical usage scenario for this method will be that a small enterprise purchases 
a single AP to support one or more STAs. The usual form of security in this scenario 
will be to establish a shared secret between the AP and the STAs. This works without 
the need for a AAA server. But, it cannot grow easily beyond the single AP scenario 
without tedious manual key management. This algorithm is designed to allow the 
enterprise to add APs easily and still provide the same degree of security as the single 
AP case without additional work for the administrator. 

A second scenario that this algorithm supports is when two isolated WDS join to 
form a single WMN. The system administrator need only establish a single shared 
secret between the two connecting APs, then STAs from each WDS will be able to 
roam freely between the two systems. 

Our approach combines a modified Otway-Reese protocol with broadcasting for a 
novel distributed authentication algorithm within dynamic topologies that easily inte-
grates into the extensible authentication protocol (EAP) and the IEEE 802.11i proto-
col. Otway-Reese Protocol is a proven security protocol for authentication and key 
exchange between 3 parties[10]. Our protocol uses the reactive routing protocol 
which is a mandatory routing protocol of IEEE802.11s standard which defines the 
WLAN based Mesh Networks. 

Our notion is that all entities within a WDS are first class principals. That is both 
an AP and a STA authenticate in exactly the same method, i.e. both contain an IEEE 
802.1X supplicant and authenticator module. In the rest of this paper, we identify the 
principals in an authentication as the STA for the MP(Mesh Point) that wants to join 
the WDS, and AP for the MP or Mesh Access Points. If a new AP wishes to join the 
WDS, then that AP acts as STA for the purposes of this protocol. 

3.2   Operation Procedures of the Proposed Scheme  

There are two cases we need to consider for authentication in WDS. The first is when 
the STA wishes to associate with an AP with which it shares a security association 
which may be either a shared secret or a public key certificate derived from a com-
mon authority, or the AP communicates directly with a central AAA server. The sec-
ond is when the STA wishes to associate with an AP with which it doesn’t share a 
secret, i.e. the AP can not authenticate the station directly nor through a AAA server. 
In the first case, the standard 802.11i protocol and EAP can be used. In the second 
case, our algorithm is used in conjunction with the 802.11i protocol to make the au-
thentication of the STA possible in distributed manner. 

Our approach enables the authentication without a common security association. 
When a STA wishes to associate with an AP, with which it does not share a secret, the 
AP will broadcast the identity of the STA to the WDS in the hopes of identifying an 
AP within the WDS with which the STA does share a secret. If no AP is found, then 
the STA cannot be authenticated. If an AP is found, then there are two cases. The first 
is when the Trusted AP (T) is one hop away from the requesting AP (i.e. T is a 
neighbor of the requesting AP), and the second is when the T is more than one hop 
away from the requesting AP. In both cases, reactive routing protocol is used to find T 
as described in the following section. Fig. 2 depicts the multi hop case. 
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A P
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Fig. 2. Multi hop authentication 

The protocol uses the following terminologies and has the following assumption 
for the compatibility with the current 802.11i; 

Terminology Description 

E 
Encryption E is AES-CCM that is the mandatory encryption 
method for 802.11i  

( )CE
BAK ↔

 Means that C is encrypted with AES-CCM with the secret key 
between A and B 

K 128 bit session key that T generates for STA and AP to share 

TAPSTA NNN ,,  256 bit nonces chosen by STA, AP, and T respectively 

M 256 bit transaction identifier chosen by STA 

The authentication protocol is as follows. It consists of four phases : 

i. Initializing the authentication  
ii. Finding T(i.e. finding the Trusted AP)  
iii. Authentication and key distribution   
iv. Session key distribution  

The detailed operation procedure of the proposed scheme is as follows: 

Phase 1: Initializing the authentication 
As shown in Fig.3, STA starts Traditional EAP to start the authentication procedure. 
On receiving EAP-START message from STA, AP request the STA’s identity,then 
STA sends its identity to AP. This makes our method compatible with 802.11i. 

Station (STA)
Access point 

(AP)

EAP-START

EAP-REQUEST/Identity

EAP-RESPONSE/Identity

 

Fig. 3. Initialization of authentication 
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Phase 2 : Finding T . 
In this phase, AP needs to find T. When the STA send the EAP-Response/Identity 
message to AP in Phase1, STA may or may not know the identity of T.  If it knows 
the identity of T, it can send AP the identity of T. On receiving the identity of T, AP 
need to check the MeshID of  T. Then there are two cases- The Mesh ID of T is the 
same as that of AP or not. 

When the Mesh ID of T is the same as that of AP, AP will check its routing table to 
check if T is in its routing table. If T is in its routing table, then phase 2 is over. If T is 
not its routing table, then it sends the “T lookup request message” with the action 
frame in the RREQ message of IEEE802.11.  On receiving this RREQ message, T 
sends RREP message to AP, and now the route between AP and T is established. If 
the Mesh ID of T is not the same as that of AP’s, T and AP are not in the same WDS. 
In this case, sending RREQ message and RREP massage procedure is the same, but 
we should follow the interworking protocol that is used in the given mesh network. 

If the STA doesn’t know the identity of T, then on receiving EAP-
Response/identity message from the STA, AP broadcast the “T lookup request mes-
sage” using the action frame of the RREQ in the hope of finding T.  In this case, AP 
sends STA’s Identity in the action frame to ask the WDS if any node knows this STA. 
When T, who has pre-shared secret with STA, receives this RREQ, it’ll send the 
RREP message to AP with the routing information. If more than one T responds to 
the requesting AP, then AP may use any algorithm such as thresh-hold scheme to 
select one T. 

On receiving the RREP, the requesting AP will pick a T with which it already 
shares a secret. If the requesting AP does not share a secret with any of the responding 
T, then the closest responder is selected and a shared secret between AP and this re-
sponder has to be established prior to responding to the STA. For this, our algorithm 
works for the requesting AP, and this requesting AP plays the role of the STA of our 
algorithm at this time. 

Using our algorithm, each node in WDS only need to maintain the keys which are 
authenticated to it, so the number of keys that is to be maintain for each nodes are the 
number of nodes that are authenticated to that nodes. 

Phase 3: Authentication and Key Distribution 
In this phase, modified Otway-Reese Protocol is used to distribute the key, k, between 
AP and STA. Through this step, AP and STA perform the mutual authentication, and 
share k at the end of the authentication phase.  

T, which was found as the result of phase 2, sends nonce NT to AP for generating  
k. NT is encrypted with the key KT AP and KT  STA for AP and STA respectively. On 
receiving this nonce from T, AP relays NT which is encrypted with KT  STA to STA. 
Now STA received NT and it generates its nonce NSTA and encrypts NSTA and NT with 
KT  STA. At this time STA may generate the transaction ID, M, for anonymity purpose. 
Then STA sends this packet with its ID to AP and AP relays this packet to T. By 
doing this, STA can show its authenticity to T. At the time AP relaying this packet to 
T, AP also generates its nonce NAP and sends it to T encrypted with the key KT  AP, so 
that AP can show its authenticity to T.  On receiving both NSTA and NAP, T can  
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Station 
(STA)

Access point 
(AP)

T, STA, AP, EKT  STA (NT, STA, AP, T)

M, STA, AP, T, EKT  STA(NSTA, NT, M, STA, AP, T)

T

T, STA, AP, EKT  STA(NT, STA, AP, T), EKT  AP(NT,

STA, AP, T)

M, STA, AP, T, EKT  STA(NSTA, NT, M, STA, AP, 

T), EKT  AP(NAP, NT, M, T, STA, AP)

T computes: k = TLS-PRF(M, NSTA, NT, NAP)

EKT  AP(NSTA, T, STA, AP), EKT  AP(NAP, T, STA, AP)

EKT  STA(NAP, T, STA, AP)

AP computes: k = TLS-PRF(M, NSTA, NT, NAP)
STA computes: k = TLS-PRF(M, NSTA, NT, NAP)

 

Fig. 4. Authentication & Key distribution phase 

compute the master key k using the TLS-Pseudo Random function (TLS-PRF). Then 
T sends NSTA and NAP to AP and then AP relays NAP which is encrypted with KT  STA. 
Now both AP and STA have NT, NAP, and NSTA so that they can generate the master 
key k.  Now authentication and key distribution is accomplished. Fig. 4 summarizes 
this procedure. 

Phase 4: The last phase is for achieving the session key. This ensures that only the AP 
and STA know the derived session key as well as proving freshness. Following the 
completion of the above protocol, AP and STA can complete the IEEE 802.11i 4-way 
handshake for compatibility with the standards. 

In summary, DDA scheme eases the key management burden of WMNs. Also, it 
reduces the control message overhead induced by single point failure problem by 
using the distributed authentication scheme.  

4   Analytic Evaluation 

In this section, we analyze how much our scheme reduces the expected authentication 
latency. In our simulation, we used the NS-2 implementation of the IEEE 802.11b 
physical layer and MAC protocols. The radio model was modified to have a nominal 
bit rate of 11Mb/sec while supporting a transmission range of 250 meter. In addition, 
we chose as a routing protocol model the Ad Hoc On-demand Distance Vector 
(AODV) protocol [6]. A peer relationship can be established when two nodes are 
located in close proximity. We use the random walk mobility model with various 
pause times and maximum speed [13].  

Fig. 5 shows that the authentication delay increases when the load over the network 
increases regardless of the authentication type (i.e., existing scheme or proposed 
scheme). However, the proposed scheme has lower authentication delay compared to 
the existing scheme with the centralized architecture because of the distribution of 
authentication traffic.  
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Fig. 5. Effect of distributed authentication in terms of authentication delay 

Generally, the objective of increasing the number of node with the authentication 
functionality is to distribute the load over the nodes, hence, to enhance the perform-
ance of the authentication operation and the performance of the network accordingly. 

Our simulation (Fig. 6) shows that as the number of trusted nodes (T) is increased, 
the authentication delay is decreased for multiple communications. This is expected 
since the distribution of authentication nodes should reduce the authentication over-
head, which is expected to positively affect the performance of the authentication 
operation and hence the network performance. Note that the backoff effect of authen-
tication is decreased by increasing the number of authentication nodes. Therefore, 
while the increase of the number of authentication nodes tend to decrease the authen-
tication delay due to load distribution, the load on the network increases as a result of 
having faster  flow start. Consequently, this leads to more packets in the network, 
which may lead to increasing the authentication delay due to contention/interference 
characteristics of IEEE 802.11 interface. 
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Fig. 6. Authentication delay as the number of communications increases for variable authenti-
cator nodes 

5   Conclusion 

In this paper, we proposed a Dynamic Distributed Authentication (DDA) method for 
WMN. Instead of using a central authentication server, we distributed the trusted 
nodes (T) which can play the role of authentication server over the WMN. This  
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enables the authentication of the new STA possible even though it doesn’t have pre-
shared key with the immediate neighbor AP or AP doesn’t directly communicate with 
the central AAA server. Thus the authentication and key management of the network 
becomes simpler, and the end users can easily develop the Wireless Mesh Network 
using WLANs. We showed that authentication delay is decreased as the number of 
the trusted node (T) increases, thus the complexity of the network overhead is also 
decreased, and the network management is also efficient.  
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Abstract. Hierarchical Mobile IPv6 (HMIPv6) supports micro-mobility
within a domain and introduces a new entity, namely mobility anchor
point (MAP) as a local home agent. However, HMIPv6 has been found
to cause load concentration at a particular MAP and longer handover
latency when inter-domain handover occurs. In order to solve such prob-
lems, this paper establishes a virtual domain (VD) of a higher layer
MAP and proposes a MAP changing scheme. The mobile node (MN)
changes the routing path between a MN and a correspondent node (CN)
according to the mobile position and the direction of the MN before inter-
domain handover occurs. The MAP changing scheme enables complete
handover by using binding-update of the on-link care of address (LCoA)
when inter-domain handover occurs. In addition, the concentrated load
of a particular MAP is distributed as well. We simulate the performance
of the MAP changing scheme and compare it with HMIPv6.

1 Introduction

The rapid growth of Internet and wireless networks drives the need for IP mobil-
ity. The Internet Engineering Task Force (IETF) proposed Mobile IPv6 (MIPv6)
which allows a mobile node (MN) to maintain its IP connectivity regardless of
its point of attachment. MIPv6 defines the home agent (HA) for mobility and lo-
cation management. Although an MN might moves to a foreign network, MIPv6
supports mobility by specifying temporary addresses, that is one or more care
of addresses (CoA)[1]. However, when an MN changes its point of attachment,
the MN has to register both the HA and the correspondent node (CN). Authen-
ticating binding-update requires an approximate 1.5 round-trip time between
the MN and each CN. In addition, one round-trip time is needed to update the
HA. Therefore, as the number of nodes increases and the MN moves frequently,
more traffic is generated and packet loss or longer delay may then occur during
the registration process. Hierarchical Mobile IPv6 (HMIPv6) has been proposed
to compensate for the problems in employing MIPv6 such as handover latency
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and signaling overhead. HMIPv6 supports micro-mobility within a domain and
introduces a new entity, namely mobility anchor point (MAP) as a local HA. In
HMIPv6, if an MN moves off the home network to a foreign network, the MN
generates two temporary addresses, an on-link CoA (LCoA) and a regional CoA
(RCoA)[2].

Although HMIPv6 performs efficiently in supporting micro-mobility, HMIPv6
is not appropriate in supporting macro-mobility. HMIPv6 leads to longer han-
dover latency with more packet loss than MIPv6 when inter-domain handover
occurs because the MN has to register two CoAs. Owing to these problems, an
MN uses a distance-based selection scheme in choosing a MAP by default. The
distance-based selection scheme involves the MN selecting the furthest of the
MAPs to register with using the DISTANCE field within the MAP option in-
cluded in the router advertisement (RA) message. This is because the handover
occurs frequently if the MN selects the lower layer MAP with a narrow domain
area. However, if the number of MNs is increased, all MNs select the furthest
MAP by a distance-based selection scheme. In other words, the selected MAP
may become the focal point of a performance bottleneck prompting a longer pro-
cessing latency. Consequently, if an MN selects a higher layer MAP (HMAP),
the load is concentrated at the MAP and if an MN selects a lower layer MAP
(LMAP), more frequent inter-domain handover occurs. Thus, various MAP se-
lection schemes considering mobile speed and range of an MN and inter-domain
handover schemes have been proposed. In this paper, we propose an efficient
MAP changing scheme that changes MAP before the MN moves off the do-
main of the LMAP or the virtual domain (VD) of the HMAP. We evaluated the
performance of the MAP changing scheme in comparison to HMIPv6 through
simulation experiments.

The remainder of this paper is organized as follows. Section 2 introduces re-
lated works about MAP selection schemes. The proposed MAP changing scheme
is presented in Section 3. A simulation model and the results for performance
evaluation are presented in Section 4. Finally, we conclude the paper in
Section 5.

2 MAP Selection Schemes

In multilevel HMIPv6, the load is concentrated at a HMAP because a MN uses
a distance-based MAP selection scheme (or furthest MAP selection scheme)
without considering the MN’s mobile range and location. This is because a
MAP performs encapsulation and decapsulation for every packet destined for
MNs. Therefore, various MAP selection schemes that take the characteristics
and states of MNs into account have been proposed for the load distribution of
a MAP.

One of these which limit the number of MNs to be registered at a MAP
is introduced for the purpose of load control[3,11]. In this scheme, if a MAP
receives a binding-update of a MN, the MAP checks the maximum number of
MNs to be registered and decides whether to receive or to reject the registration
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request of an MN. The MN which is rejected by a certain MAP then selects
the next candidate MAP, and hence the load concentration of a specific MAP is
restrained.

In [4,5,6] velocity-based MAP selection schemes are introduced. In these
velocity-based schemes, a MAP is selected depending on the estimated veloc-
ity of the MN. In [4], the MN’s binding-update interval is employed to estimate
the velocity of the MN. Then, a fast MN selects an HMAP because inter-domain
handover occurs frequently. Meanwhile, a slow MN selects an LMAP. Thus, the
load is distributed between the HMAP and LMAPs. In [5], an MN selects a MAP
depending on the estimated velocity of the MN and if the number of MNs to be
registered to the MAP are exceeded the load is distributed by selecting another
MAP. In [6], this scheme considers both the velocity of an MN and the mov-
ing range of the MN using MN’s ‘mobile history’. Most of these MAP selection
schemes limit the maximum number of MNs in order to distribute the load, or
select the MAP considering the range of moving velocity of the MN.

However, estimating the velocity of the MN using binding-update interval may
not reflect the current velocity of the MN. In other words, MNs do not always
move with constant velocity and direction. Therefore, this paper proposes an
efficient MAP changing scheme using virtual domain (VD).

3 MAP Changing Scheme Using Virtual Domain

The MAP changing scheme satisfies the fast inter-domain handover and load
distribution of MAPs. The MAP changing scheme is a simple method which
predictably changes the MAP by considering only current moving direction and
position of the MN. However, our prediction system reduces the significant over-
head generated by complex computation procedures. The basic idea of the MAP
changing scheme is as follows: if an MN moves to an edge access router (AR)
of the current MAP, the MN performs MAP changing to the HMAP while re-
ceiving packets before an inter-domain handover. This is because that there is

Fig. 1. The virtual domain of HMAP
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Fig. 2. Message flow of the MAP changing procedure

a higher probability of the inter-domain handover. Thus, the MN completes the
inter-domain handover with binding-update of LCoA only. However, such a pre-
dictive method generates significant cost when the prediction is incorrect. If this
happens the MN performs MAP changing again to the previous LMAP. As a
result, the MAP changing operation generates unnecessary traffic.

The MAP changing scheme reduces the costs of such prediction errors by
assigning a VD. The VD is to assign ARs which have higher probability of
the inter-domain (LMAPs) handover among the ARs that belong to the HMAP
domain. Fig. 1 shows the VD of HMAP. HMAP is a high prefix router of LMAPs.
By assigning the VD, even though the MN changes its direction right after
performing MAP changing operation and moves back into the domain of the
previous LMAP, the probability of performing frequent MAP changing operation
is reduced. This is because the current AR is far from the AR that has to perform
MAP changing operation.

Fig. 2 depicts the major steps of the MAP changing procedure. As mentioned
above, the VD is assigned among ARs that belong to the HMAP domain. Edge
ARs of the VD or the LMAP domain keep the registration table. The address
of both the MN and current MAP of the MN are stored in the registration
table of the edge ARs. The changing point (CP) is the area where the layer 3
interacts with the layer 2. This paper uses IEEE 802.11 based networks and
access point(AP)s which are located in the boundary area of the edge ARs are
operated as CPs. The MAP changing procedure is described as follows:

– Step 1: If an MN moves from the previous access point (PAP) to the new
access point (NAP) which operates as CP, the MN sends the router
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solicitation (RS) message including the NAP’s link layer address to an edge
AR of the VD (or the LMAP domain).

– Step 2: The edge AR which received the RS message checks one’s registration
table because the MN locates in the CP. If the address of current MAP of the
MN in the registration table is the address of the L(H)MAP, the AR sends a
MAP-changing request message included in the router advertisement (RA)
message to the MN’s LCoA.

– Step 3: The MN receives the MAP-changing request message, then the MN
generates RCoA and performs local binding-update to the H(L)MAP.

– Step 4: The MAP changing procedure is completed when the MN performs
the binding-update to the HA. The MN then receives packet through new
MAP.

The MAP changing is operated by sending binding-update messages to MAP and
HA while the MN receives packets. If the MAP changing operation is completed,
the MN enters into the VD of HMAP. HMAP intercepts packets destined to the
RCoA and tunnels them to the LCoA. Then, once the inter-domain handover
has occurred, between LMAPs, the MN completes the handover using binding-
update with LCoA only to HMAP. Although the MN moves back to the previous
LMAP again after the MAP changing operation, the MN does not need another
MAP changing operation since the MN has been within the VD of HMAP. The
criterion of MAP changing operation is only the current MAP of the MN at the
CP of edge ARs. Thus, the overheads provided by complex computation proce-
dures are avoided. In addition, The MAP changing procedure does not generate
packet loss because the procedure operates during the communication[10,12].

Fig. 3 presents the ping-pong movement of the MN. If the MN moves as in
Fig. 3, the MN has to perform global binding-update in the nearest MAP se-
lection scheme. Then, critical packet loss and delay may occur by inter-domain
handover at every handover. If the MN selects the HMAP, the ping-pong prob-
lem does not occur. However, if all MNs in each domain select the HMAP, the
load is concentrated at the HMAP. Consequently, if MNs select an HMAP for
solving the ping-pong problem, the load is concentrated at the HMAP. On the
other hand, if MNs select a LMAP for the load distribution at the HMAP, inter-
domain handovers occur frequently and also the ping-pong problem may occur.
In the velocity based selection scheme, fast MNs select the HMAP for avoiding
frequent inter-domain handover and slow MNs select LMAP for load distribu-
tion. However, slow MNs can also move as illustrated in Fig.3. In addition, the
velocity measured using binding-update interval time may not be the current
velocity of the MN. More effort is required towards for increasing the accuracy
of measurements. Computational overheads, as expected, are increased.

In the MAP changing scheme, if the MN registered with the LMAP performs
MAP changing operation at the CP of an LMAP domain, the MN is registered
with the HMAP. After this, the ping-pong problem does not occur at the bound-
ary of the LMAP domains since the MN can move using local binding-update
only, in area A (Fig. 3). If the MN continually moves back and forth beyond
area B (Fig. 3), frequent MAP changing occurs. However, the frequency of MAP
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Fig. 3. Effect of the ping-pong movement

changing is decreased in comparison with the ping-pong problem. This is be-
cause the area B is always broader than the area in which ping-pong problems
occur.

In addition, area B in Fig. 3 is within the domain of LMAP1 and included in
the VD of HMAP as well. Then, the MNs registered with HMAP and LMAP1
coexist in this area. Thus, the MNs registered with the MAPs are distributed
meaning the load concentration of a particular MAP is distributed. If we as-
sume that the MN moves the same distance, in the proposed algorithm, the
average number of registrations with the HA and the CN is increased compare
to HMIPv6. However, the entire load added to the MAP is reduced since the
MAPs need to encapsulate all the packets toward the MNs and then the MNs
linked by the MAP are distributed.

4 Performance Evaluation

Simulation Setup. In this section the performance of the MAP changing
scheme is evaluated using NS-2[7,8]. Simulations were carried out so as to ex-
amine both the inter-domain handover performance and the degree of load dis-
tribution as the number of MNs.

First, we built a simulation environment for comparing the MAP changing
scheme with HMIPv6 (furthest and nearest) as in Fig. 4. The VD of HMAP is
established from AR3 to AR6 and then the MN changes the MAP from LMAP1
(or LMAP2) to HMAP at the CP of AR4 (or AR5). If the MN is located in
AR3 (or AR6), the MN performs the MAP changing operation from HMAP to
LMAP1 (or LMAP2) at the appropriate CP.

The CN and the MN operate as a TCP source and a TCP sink and both
use an FTP as an application. Initially, a home address is assigned to the MN
and the MN locates at AR1. In 5 seconds, the CN connects the TCP with
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Fig. 4. The network environment used in simulation

the MN and sends FTP traffic. After 10 seconds, the MN moves according to
movement 1 in the figure for comparing the handover latency of each scheme
in the first experiment. In the second experiment, the MN moves according to
movement 2 for comparing the effect of ping-pong movement in each scheme.
This simulation scenario includes measuring load distribution by increasing the
number of MNs and the start of movements from different positions and mobile
directions. We measured the number of encapsulated packets from each MAP to
the MNs respectively over 120 seconds.

Simulation Results. We measured the handover delay in order to compare
the MAP changing scheme with HMIPv6 at simulation. As previously stated,
with HMIPv6 the MN selects the HMAP by the furthest MAP selection scheme.
Fig. 5 shows the TCP sequence number received by MN when the inter-domain
handover between LMAPs occurs. Every handover is completed with only local
binding-update in the furthest MAP selection scheme because the MN selects
the HMAP. Thus, the packet delay between the MN and the CN equal to the
packet delay of the intra-domain handover.

In nearest MAP selection scheme, we observed the longer packet delay when
inter-domain handover occurred between the domain of LMAP1 and LMAP2.
This is because the MN has to register both RCoA and LCoA to LMAP2 and
HA when the MN moves from the AR4 to the AR5. The MAP changing scheme
completes handover by the binding-update with LCoA only because the MAP
changing scheme performs the MAP changing operation before the inter-domain
handover and then the MN enters into the VD of HMAP. Therefore, the packet
delay is approximately equal to the furthest MAP selection scheme.

Fig .6 shows the TCP sequence number when the MN moves according to
movement 2 as shown in Fig.4. In the nearest MAP selection scheme, packet
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Fig. 5. TCP sequence number received by MN when the inter-domain handover occurs

throughput is decreased since handover delay is increased when the MN moves
back and forth at the boundary of LMAP domains. We can observe from
Fig. 6 that the packet throughput is decreased when the MN starts it’s ping-pong
movement. On the other hand, the MAP changing scheme completes handovers
using binding-update of LCoA only, during the simulation. This is because the
MAP changing scheme performs the MAP changing operation at the boundary
of the LMAP domains and the MN moves toward the VD of HMAP. Thus, the
MAP changing scheme shows approximately equivalent performance with the
furthest MAP selection scheme in terms of inter-domain handover. In the veloc-
ity based selection scheme, a fast MN selects the HMAP and a slow MN selects
the LMAP. The handover performance of the fast MN is equivalent to the fur-
thest MAP selection scheme and the slow MN is equivalent to the nearest MAP
selection scheme. The handover performance of the MAP changing scheme is
always equivalent to the furthest MAP selection scheme regardless of the MN’s
speed. In addition, the MAP changing scheme does not generate computational
overheads by measuring the velocity of MNs.

Fig. 6. TCP sequence number received by MN when the ping-pong movement occurs
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Fig. 7. The load of HMAP

Fig. 7 presents the average number of the encapsulated packets at HMAP
when the MN selects HMAP using the furthest MAP selection scheme in HMIPv6
and changes the MAP according to the MN’s mobile direction and location in the
MAP changing scheme. In the nearest MAP selection scheme, tunneling over-
heads at the HMAP are zero because MNs do not select the HMAP. The load
is concentrated at HMAP when the MNs select HMAP since all packets which
are sent to the all MNs’ RCoA are encapsulated at the HMAP. The results of
the MAP changing scheme show the number of the encapsulated packets to be
distributed. The reason is that the MNs change the MAP as they move back
and forth between the domain of LMAP1 and LMAP2 and the VD of HMAP.

Summarizing the simulation results, longer latency is not generated by regis-
tering the RCoA when the MN selects HMAP. This is because the inter-domain
handover does not occur when the MN moves between AR4 and AR5. However,
a slightly different scenario generates load concentration at HMAP when it is
selected by the MN since the domain of HMAP is enlarged and it intercepts and
forwards all the packets sent to the MN’s RCoA. In contrast, when the MNs select
LMAP1 and LMAP2, the packet encapsulation process is distributed between
LMAP1 and LMAP2 according to the MNs’ location. However, longer latency is
generated in case of inter-domain handover by registering the RCoA with the HA
and the CN. It has been shown that the MAP changing scheme solves the longer
latency problem in case of inter-domain handover and the load concentration at
the HMAP by employing the furthest MAP selection scheme. This is because
the MAP changing scheme predictably performs the MAP changing operation
according to the information of the MN’s mobile direction and location using
the VD.

5 Conclusion

HMIPv6 has been proposed to compensate for the problems in employing MIPv6
such as handover latency and signaling overhead. However, HMIPv6 causes
longer handover latency than MIPv6 when inter-domain handover occurs and
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also the load concentration is found at a particular MAP. In order to solve such
problems, we propose a MAP changing scheme using the VD of the HMAP
whereby the routing path is changed between the MN and CN before an inter-
domain handover occurs. In order to evaluate the performance of the MAP
changing scheme, we performed simulation experiments. Our results show that
the MAP changing scheme reduces the inter-domain handover latency. In ad-
dition, the load concentration of a particular MAP is distributed because MNs
registered with the HMAP and the LMAP coexist in the VD. In the future work,
we will decide the optimal range of a VD among the ARs which are connected
to the MAP.
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Abstract. Recently, video conferencing systems based on peer-to-peer
(P2P) networking technology have been widely deployed. However, most
of them can only support up to a dozen of participants. In this paper, we
propose a novel method to construct and manage a P2P network for a
scalable video conferencing system. Our method consists of three parts: a
network construction mechanism, a tree reorganization mechanism, and
a failure recovery mechanism. First, the network is constructed as new
peers join a conference. Then, the tree topology is reorganized taking
into account the heterogeneity of the available bandwidth among peers
and their degree of participation so that, those participants, i.e., peers
that can have many children peers and/or often speak are located near
the root of the tree. As a result, the delay from speakers to the other
participants is reduced. Through simulation experiments, we verify that
our tree reorganization mechanism can offer smooth video conferencing.

Keywords: video conferencing, P2P, scalability, tree construction.

1 Introduction

With the proliferation of the Internet, video conferencing systems are getting
widely accepted making it possible to have a meeting or a discussion among
people at different and distant places. Especially, video conferencing systems
using an application level multicast (ALM) technology based on P2P commu-
nication have been introduced due to their ease of deployment and low cost of
operation [1] [2]. However, they still have the scalability problem and most of
them can only support at most a dozen of participants. For example, a com-
pany with worldwide branches and convenience chain stores may involve hun-
dreds of managers in a business meeting. There has been a number of research
works in scalable ALM algorithms, but they mainly consider distribution type
of applications [3] [4]. Therefore, we need a video conferencing system that can
accommodate hundreds or thousands of interactive participants.

In this paper, we propose a novel method for constructing and managing
a P2P network for a scalable video conferencing system. We assume that
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participants, i.e., peers, dynamically join and leave a conference. Peers are het-
erogeneous in terms of the network capacity available for video conferencing.
Our proposed system consists of three parts: a network construction mechanism,
a tree reorganization mechanism, and a failure recovery mechanism. The net-
work construction mechanism sets up a hierarchical distribution network, which
consists of distribution trees consisting of tens or hundreds of peers, and a core
network which interconnects these trees with each other. To have a smooth con-
ference, it is necessary to keep the delay from speakers to other participants
small. To accomplish this goal, we focus on the fact that the number of simul-
taneous speakers is limited whereas speakers dynamically change in accordance
with the agenda. The tree reorganization mechanism dynamically reorganizes a
distribution tree so that speakers are located near the root in a distribution tree.
In addition, to reduce the height of a distribution tree, the tree reorganization
mechanism dynamically moves peers with higher available bandwidth toward
the root. Furthermore, in the case of failure in distribution of conference data
due to a halt or disappearance of a peer, the failure recovery mechanism recon-
figures the distribution network through local interactions among peers using
local information acquired during network construction.

The rest of this paper is organized as follows. We describe our proposal in
Section 2. Then, we present some simulation results in Section 3. Finally, we
summarize the paper and describe some future work in Section 4.

2 Network Construction Method for Scalable P2P Video
Conferencing

In this section, we give an overview of the scalable P2P video conferencing sys-
tem consisting of the network construction mechanism, the tree reorganization
mechanism, and the failure recovery mechanism. In the following, we use the
terms peer and participants interchangeably.

2.1 Overview of Scalable P2P Video Conferencing System

Our system consists of a login server, peers, and a distribution network. Delivery
and exchange of streaming data, i.e., video and audio are done through the
distribution network. For low bandwidth requirement and management cost, we
adopt a shared-tree architecture to the distribution network. The distribution
network consists of the core network and the distribution trees in which the root
is connected to the core network. In this paper, we call a peer which belongs
to the core network leader peer, and all other peers general peers. A leader peer
manages the IP addresses of neighboring leader peers and all children peers
that are directly connected to it. A general peer keeps the IP addresses of its
parent and children, and the list of the IP addresses, which it knows, in its
ancestor list. Peers have a limitation on the number of acceptable children called
fanout in accordance to their available bandwidth. The login server is responsible
for registration and management of the conference, and the authentication of
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Fig. 1. Participation to a tree through sequential introduction

participants. It manages only information of leader peers and the number of
general peers in each tree, and not the structure of each tree.

The overview of the system behavior is as follows. First, a newly participating
peer requests the login server for authentication. At this time, the participating
peer is notified whether it should become a leader peer or general peer. Then, it
connects to either the core network or a distribution tree to join the conference.
Then, the participant is involved in the conference as a speaker or an audience in
accordance with the agenda. Since we do not consider any management of speech
coordination in this proposal, all participants can speak freely. Streaming data
from a speaker is once transmitted to the root of the tree to which it belongs,
and then broadcasted to the other peers in the tree and to peers in the other
trees via the core network. Our method makes peers with high fanout, i.e., high
bandwidth, and active speaking move to the root of tree. We call this promotion.
The promotion reduces the tree height and delay between active peers and others.
In video conferencing systems, peers may leave because of failures in routers or
links. So our method dynamically recovers from the failure in the distribution
network so that peers can continuously receive streaming data.

2.2 Network Construction Mechanism

In our method, a participating peer first gets authenticated by the login server
and then connects to the distribution network. With consideration of the fanout
of the peer and the number of peers in each tree, the login server determines
the role of the peer. If a participating peer is determined as a leader peer, the
peer gets the IP address list of other leader peers, measures delay to them, and
connects to the neighbor peers. If the participating peer is specified as a general
peer, it connects to the designated distribution tree by sequential introduction
of a temporary parent as shown in Fig. 1 [5]. First, the login server notifies the
participating peer of the IP address of an appropriate leader peer as a temporary
parent (Fig. 1:1-2). In our mechanism, the leader peer to be introduced is se-
lected in a round-robin fashion. Therefore, without any peer leaving, the number
of peers is equal among trees. The participating peer deposits the notified IP
address in its ancestor list and sends a participation request message to the tem-
porary parent (Fig. 1:3). The temporary parent which receives the participation
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request message compares its fanout with the number of children. If its number
of children is less than fanout−1, the temporary parent accepts the request and
connects to the peer. The reason for comparing with fanout− 1 is that the tree
reorganization mechanism requires one spare link as will be explained later. On
the other hand, if the number of children is equal to fanout− 1, the temporary
parent introduces one of its direct children to the participating peer as a new
temporary parent. We call this procedure redirect (Fig. 1:4). If the temporary
parent has information about the topology of its descendants, by introducing a
child with the lowest or smallest subtree, we can build a balanced tree. However,
for this purpose, peers have to maintain the up-to-date information by exchang-
ing control messages very often. Therefore, in our mechanism, we consider that
a new temporary parent is selected among children in a round-robin fashion.
We can expect that a distribution tree is constructed in breadth-first order and
the delay from the leader peer can be reduced. The participating peer adds the
IP address of the introduced temporary parent to its ancestor list and sends
a participation request message (Fig. 1:5). By repeating these procedures, the
participating peer can eventually connect with the temporary parent, which has
an available link, and join the distribution tree (Fig. 1:6-8). The participating
peer has all IP addresses of its ancestors in the ancestor list when connecting to
the tree.

In this mechanism, there is only small overhead at the login server and peers,
because no centralized unit manages the distribution tree topology and the ad-
ditional load of processing messages occurs only at temporary parents. An ad-
ditional advantage is that a peer can reconfigure the distribution tree during
failure with only local interaction because a peer has the knowledge of the com-
plete ancestor list.

2.3 Tree Reorganization Mechanism

In our method, a peer with high activity and high fanout moves to the root
of the tree for low delay and smooth conferencing. We call it promotion. In
addition, to reduce tree height by completing the fanout, a peer which has less
than fanout− 1 children invites its grandchild as a direct child. In this section,
we describe the details of this mechanism.

Peer Promotion. A peer starts the promotion process if the participant speaks
continuously. Additionally, a peer compares its fanout with that of its parent
periodically. If the fanout is more than its parent, the peer starts the promotion
process. However, the promotion process does not occur if the peer is involved in
other tree reorganization or failure recovery. The promotion means that a peer
becomes a child of its grandparent as shown in Fig. 2. Firstly, peer A which
starts the promotion sends a promotion request message to parent peer B and
its children (Fig. 2:1). If a peer receiving the request is involved in other tree
reorganization or failure recovery, it rejects the request, otherwise it sends back
an accept message. The accept message from peer B has the IP address of its
parent peer C. On receiving the accept message from all peers, peer A sends a
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Fig. 2. Promotion of peer A for speaking

connection request message to peer C (Fig. 2:2). If peer C is involved in other tree
reorganization or failure recovery, peer C sends back a reject message, otherwise
it makes a connection to peer A and sends back an accept message. If the number
of children becomes equal to the fanout on peer C, the accept message from peer
C includes information indicating that the spare link is used.

After connecting with peer C, peer A sends a disconnection request message
to its previous parent B (Fig. 2:3). This request includes information whether the
spare link of peer C is used. After receiving the request, peer B terminates the
connection with peer A. If the spare link is not used on peer C, the promotion
is completed at this time. Now, both peer A and B are children of peer C.

If the spare link is used on peer C, peer B, the previous parent of the promoted
peer A, becomes a child of peer A to make one link free on peer C. First, peer
B sends an adoption request message to peer A (Fig. 2:4). If the number of
children is less than fanout − 1 on peer A, peer A accepts peer B as its child.
On the other hand if equal, peer A sends a moving request message to peer D
which is selected from peer A’s children in a round-robin fashion to make a room
for peer B (Fig. 2:5). The request message includes the IP address of peer B.
Then peer D sends a connection request message to peer B (Fig. 2:6). Peer B
accepts peer D as its child, peer D terminates the connection with peer A, and
peer A becomes a parent of peer B. Then, peer B sends a disconnection request
message to peer C (Fig. 2:7) and peer C terminates the connection. As a result,
peer C obtains a new spare link. In this way, the promotion is completed.

Completing the Fanout. Peers periodically compare the number of their
children with the fanout. If the number is less than fanout − 1, a peer starts
completing the fanout. However, if a peer is involved in other reorganization
or failure recovery, the process does not occur. Peer A, which can accommodate
more children, sends an introduction request message to peer B which is selected
in a round-robin fashion from its children (Fig. 3:1). If peer B does not have any
children, peer B sends back a reject message to peer A. Otherwise, peer B sends a
moving request message to peer C which is selected in a round-robin fashion from
its children (Fig. 3:2). The moving request includes the IP address of peer A.
Peer C sends a connection request to peer A (Fig. 3:3) and makes the connection.
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After establishing the connection with peer A, peer C terminates the connection
with peer B and this process is completed. If either of peer B and C or both are
involved in other tree reorganization or failure recovery, peer A receives a reject
message and the process is canceled.

2.4 Failure Recovery Mechanism

A peer may become to be unable to receive data due to not being able of access-
ing its temporary parent in tree construction/reorganization, a halt of links or
routers, or a parent peer leaving the conference. We define this event as failure.
In the failure recovery mechanism, a peer detecting a failure tries to make a new
connection with another peer in its ancestor list [5].

If a peer fails in sending a message to a temporary parent, it sends a re-
connection request message to the previous temporary parent, which introduced
the missing temporary parent. On the other hand, if a peer detects the leaving or
a fault of its parent, it sends a re-connection request message to its grandparent
in the ancestor list (Fig. 4:1,3). In both cases, the IP address of the missing par-
ent is removed from the ancestor list. If the recovering peer fails in sending the
re-connection request message due to departure of the new temporary parent,
it first removes the corresponding IP address from the ancestor list and then
moves to the next ancestor at the bottom of the list. If the list becomes empty,
the recovering peer goes to the login server and joins the distribution tree again

login server

(1) request

(2) accept(3) request

(4) redirect

(5) request

Fig. 4. Failure recovery
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as a new peer. (Fig. 4:5). On receiving the re-connection request message, the
temporary parent establishes a connection with the recovering peer if the num-
ber of children is less than fanout − 1 (Fig. 4:2), or introduces a child to the
recovering peer as a new temporary parent otherwise (Fig. 4:4). In the latter
case, the requesting peer eventually joins the tree and reorganizes its ancestor
list by the same process as the initial join.

If a child of a leader peer detects the failure of the leader peer, the peer
notifies the login server of the failure. The login server appoints the peer which
first sends the notification as a new leader peer and updates the information of
leader peers. The other children of the missing leader peer also report the failure
and are redirected to the new leader peer.

3 Simulation Experiments

In this section, we show simulation results to evaluate the tree reorganization
mechanism which contributes to smooth video conferencing.

3.1 Simulation Conditions

In this paper, we focus on the performance and effectiveness of the tree reor-
ganization mechanism and thus consider a single distribution tree in simulation
experiments. Evaluation of the whole proposal is left as a future work. First,
we create a physical network, which follows the power-law principle based on
BA model [6] using BRITE [7]. The average degree of this network is 2, and
it consists of 101 nodes, i.e., routers. Each router has one peer to participate
in the conference. One peer of these serves as the login server. The fanout is
fixed during the simulation and is equal to the degree of the designated router
plus 1. The delay among peers is computed by physical hops over the short-
est path by the Dijkstra method ignoring the access link between a peer and a
router, and the propagation delay over one physical link is 1 msec. We do not
consider transmission delay and processing delay. Peers participate in the con-
ference at random time with uniform distribution from 0 to 10 seconds. The first
participating peer becomes the leader peer. After 100 peers participate in the
conference and construct the tree, no further peer joins and leaves the conference.

After all peers participate in the conference, a peer begins to speak and the
tree reorganization is conducted. We call peers to speak as candidates. Ten candi-
dates are randomly chosen at the start and are fixed during the simulation. The
duration of each speech is exponentially distributed with a mean value of 6 sec-
onds [8] and the minimum duration is 1 msec. Any one of the candidates is always
speaking during the simulation. In other words, when a candidate stops speak-
ing, the next speaker is randomly chosen among candidates and starts speaking
immediately. The same candidates would be chosen as the next speaker, but
only one candidate speaks at the same time. In the following figures, time zero
corresponds to the instant when the first speech starts. A speaking peer starts
the promotion when it continuously speaks for more than 5 seconds, and as long
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as it is speaking, it tries the promotion every 5 seconds. However, as described in
Section 2.3, if the preceding promotion is not completed, the next promotion is
not triggered. All peers compare its fanout with its parent every 24 seconds and
they may start the promotion depending on the result. To distribute the timing
of the promotion among peers, the first comparison occurs at a random time
with uniform distribution from 0 to 24 seconds. Peers compare the number of
their children with their fanout every 7 seconds and they may start completing
the fanout depending on the result. To distribute the timing, the first comparison
occurs at random time with uniform distribution from 0 to 7 seconds.

We evaluate our method from the viewpoint of the average and maximum
of delay from all peers to the leader peer and from all candidates to the leader
peer, and the average and maximum number of received messages per peer. In the
figures, we also show results of the case that a distribution tree does not change
during a simulation experiment, denoted as static, to compare with results of
the case with the tree reorganization mechanism, denoted as dynamic. Following
results are the average over 1000 simulation experiments, each of which lasts for
30 minutes in simulation time unit after the first speaker begins to speak.

3.2 Simulation Results

Figure 5(a) illustrates the average and maximum delay between the leader peer
and all peers. The figure shows that the tree reorganization mechanism can
effectively reduce both of the average and maximum delay. Among promotions,
those invoked by fanout comparison and completion mainly contribute to the
initial reduction of delay. When the maximum delay between the leader peer and
all peers in a distribution tree is D and that between leader peers in the core
network is L, the maximum end-to-end delay among all peers can be derived
as D × 2 + L. Except for the initial stage, D is about 35 msecs in Fig. 5(a).
Therefore, if we can construct a core network in which the delay among leader
peers is less than 30 msecs, we can offer video conferencing with the end-to-end
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Fig. 6. Result of tree reorganization

delay less than 100 msecs, which is smaller than the recommended one way delay
for voice communication [9].

Figure 5(b) shows the average and maximum delay between the leader peer
and candidates. When comparing to Fig. 5(a), the delay for candidates is less
than that for all peers. It means that speakers have better and smoother con-
versation. We should note here that the delay for candidates remains constant
after 300 seconds. This is because that the candidates have moved near the root
by 50 speeches before 300 seconds.

Figures 6(a) and 6(b) illustrate how a tree was reorganized in a certain simu-
lation run. In these figures, filled circles correspond to the candidates and open
circles indicate other peers. The figures show that the tree reorganization mech-
anism reduces the height of the tree. With the 1000 simulation experiments, the
average hop distance from the leader peer to all peers is reduced from about 7
hops to about 4 hops, and the maximum hops changes from about 14 hops to 10
hops by promotion related to fanout comparison and completion. Furthermore,
we can see that the candidates have moved near the root of the tree. With 1000
simulation experiments, the average hop distance from the leader peer and can-
didates decreases from about 7 hops to about 3 hops, and the maximum hops
changes from about 10 hops to 6 hops by promotion for speaking. However, all
candidates are not necessarily located near the root depending on the timing of
speaking or the duration of speaking, as shown in Fig. 6(b).

The number of messages received per second of a single peer is 0.0839 on
average and 1.95 at maximum. By assuming the message size to be 5 Bytes and
the packet size including the header to be 33 Bytes, the bandwidth consumed by
control messages for a peer is 22 bps on average and 515 bps at maximum. This
is very small compared to the rate of the data streaming in video conferencing
which ranges from 64 kbps to 8 Mbps.

4 Conclusion

In this paper, we proposed a network construction method for a scalable P2P
conferencing system consisting of the network construction mechanism, the tree
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reorganization mechanism, and the tree recovery mechanism. We evaluated the
tree reorganization mechanism through the simulation experiments. We showed
that the tree reorganization mechanism can offer smooth conferencing with low
delay by moving peers which have high bandwidth or/and are actively speaking
to the top of the distribution tree. In addition, we showed that the load of the
control messages for the mechanism is very low.

However, we conducted the simulation under the assumption that no failure
occurs. As one of future works, we will evaluate our method with peers dynam-
ically joining/leaving and extend our experiments to several trees.
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Abstract. We propose a new H.264 video broadcasting scheme with re-
transmission feature using feedback information. Our scheme efficiently
maps the video data partitioning technique of H.264 onto the QoS con-
trol features of the 802.11e based MAC layer. The proposed scheme ef-
fectively suppresses the feedback messages which can potentially cause
significant increase of network traffic and the processing overhead at the
access point. Simulation results show that the significant overall video
service quality enhancement can be achieved. Another advantage of the
proposed scheme is that it uses the application level retransmission re-
quests and therefore it can be applied without any modification to the
existing MAC protocol.

Keywords: H.264, broadcast, 802.11e WLAN.

1 Introduction

As the speed of wireless LAN increases as demonstrated by IEEE 802.11g (54
Mbps) and IEEE 802.11n (100 Mbps) along with the development of QoS-based
medium access control mechanism [1], the multimedia services such as voice-over-
IP and video multicast/broadcast over WLAN will be a reality in the near future.
The recently developed H.264 video coding scheme further accelerates this trend:
H.264 coding scheme achieves a significant improvement in compression efficiency
over the previous coding schemes. Additionally, H.264 standard introduces a
set of error-resilience tools such as parameter set structure, NAL unit syntax
structure, data partitioning, and flexible macroblock ordering [2].

Recently Ksentini et al. [3] proposed a cross-layer architecture to efficiently
map the specific characteristics of the H.264 video streams onto the QoS con-
trol features of the 802.11e based MAC layer. More specifically, it relies on a
data partitioning technique at the application layer and associates each parti-
tion with an access category provided by 802.11e enhanced distributed channel
access (EDCA) mechanism. The proposed architecture is however limited to the
unicast service.

For the multicast/broadcast service in the cellular network, forward error cor-
rection (FEC) codes are designed to protect against channel erasures [4]. If the
number of the erased packets is less than the decoding threshold for the FEC code,

T. Vazão, M.M. Freire, and I. Chong (Eds.): ICOIN 2007, LNCS 5200, pp. 679–688, 2008.
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the original data can be perfectly recovered. Both acknowledged and unacknowl-
edged modes are proposed. This scheme however represents a lack of efficiency
since FEC does not adapt to varying channel conditions. Also notice that if this
scheme is to be applied to the WLAN, the WLAN MAC should be redesigned.

In this paper, we propose a new broadcasting scheme with retransmission fea-
ture. Our scheme relies on the data partitioning technique to provide the error-
resilience capability and the cross-layer architecture between the application layer
and the 802.11e MAC layer. It also effectively suppresses the duplicate retransmis-
sion requests. It does not require any changes to the 802.11e MAC mechanism.

2 H.264 Standard Overview

H.264 consists of the video coding layer and the network abstraction layer. In
this H.264 overview, we particularly focus on the data partitioning and the NAL
layer features. For more details of H.264, please refer to [2], [5], [6].

2.1 Video Coding Layer

A picture is partitioned into fixed-size macroblocks and slices are a sequence of
macroblocks. And a picture may be split into one or more slices. In H.264, each
slice can be coded using different coding types to create I, P, or B slice [2]. While
I slice contains the coded information using only intra prediction, P and B slices
contain the coded information using inter prediction.

Data partitioning is one of the many H.264 error-resilience tools and it creates
three bit strings (called partitions) per slice and each partition contains different
levels of importance for decoding [5].

• Partition A: contains the most important information which is crucial to the
decoding of the other partitions.

• Partition B (intra partition): carries intra coded block pattern and intra
coefficient. This partition is more important than Partition C because this
information can stop further drift.

• Partition C (Inter partition): carries only inter coded block pattern and inter
coefficient.

The VCL layer also generates a coded slice of an instantaneous decoding refresh
(IDR) picture. An IDR access unit contains an intra picture only and can be
used to limit the drifting effects due to the transmission error. An IDR access
unit may be transmitted every transmission of a group of pictures.

2.2 Network Abstraction Layer

The NAL is designed to facilitate the transport of the H.264 VCL data using var-
ious communication systems and H.264 VCL data can be packetized for UDP/IP
transport over wired/wireless Internet services among many others.

NAL units are classified into VCL and non-VCL units. VCL NAL units contain
the coded video data and non-VCL units contain any additional information such
as parameter sets and supplemental enhancement information.
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A parameter set is supposed to contain information that is used by a large
number of VCL NAL units. There are two types of parameter sets: sequence
parameter sets and picture parameter sets. A sequence parameter set contains
parameters such as the number of reference frames, the decoded picture size,
and the choice of progressive or interlaced coding, to be applied to a sequence
of pictures. A picture parameter set contains parameters such as the entropy
coding algorithm and initial quantizer parameters, to be applied to one or more
decoded pictures within a sequence.

Each NAL unit contains a NAL header and a Raw Byte Sequence Payload
(RBSP), a set of data corresponding to coded video data or header information.
The NAL header contains three fields. The forbidden zero bit is specified to be
zero in H.264 encoding. The Nal ref idc can be used to signal the importance
of a corresponding RBSP for the reconstruction process. A value of 0 indicates
that the corresponding RBSP is not used for prediction, and hence its loss does
not cause drifting effects. The higher the Nal ref idc is, the higher the impact of
loss of the corresponding RBSP unit is on the drifting effects.

Nal unit type is 5-bit long and indicates the type of the RBSP. The types
includes coded slice data partition A, coded slice data partition B, coded slice
data partition C, coded slice of an IDR picture, sequence parameter set, and
picture parameter set.

Fig. 1. The structure of NAL unit

3 Wireless Broadcasting Network Model: Cross-Layer
Architecture

The wireless network architecture under consideration consists of one access point
and multiple mobile receivers. The broadcast service is provided through the ac-
cess point. Due to the time-varying nature of the wireless channel characteristics,
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packets of different importance will be lost for different nodes. Due to the real-
time requirement for the video packet delivery, more important packets need to
be transmitted earlier than less important packets to enhance the overall quality
of the video packet broadcast service with feedback feature.

The EDCA mechanism of the IEEE 802.11e WLAN is utilized to provide
different wireless network access priorities. EDCA supports four access categories
(ACs) representing four priorities, with four independent backoff entities. The
backoff entities are prioritized using AC-specific contention parameters, that is,
CWmin[AC], CWmax[AC], AIFS[AC], and TXOP−limit[AC]. Generally, AC3
corresponds to the highest access priority and AC0 to the lowest.

Based on the importance of the H.264NAL units, eachNAL unit can be assigned
to the corresponding access category at theMAC layer. The importance of theNAL
unit is based on the value of the Nal unit type field of the NAL header. Table 1
shows an example mapping between the Nal unit type and the access category.

Table 1. Mapping between the Nal unit type and the access category

Slice type Nal unit type Access category
Parameter set 7, 8 4

IDR picture, Partition A 5, 2 3
Partition B, Partition C 3, 4 2

4 The Proposed Broadcasting Algorithm

When a receiver receives the in-order broadcast packet, it uses the received
packet for the decoding. If a receiver detects a missing packet by means of the
RTP sequence number (because of the transmission error), it will send a NACK
packet to the access point for the retransmission request of the missing packet.
The transmission time of the NACK packet is delayed for the random amount
of time between 0 and T msec. The parameter T will be dependent on the video
packet transmission time deadline.

The access point receiving a NACK retransmits the corresponding video
packet if it can arrive at the receivers before its deadline expires. Receiving
the successfully retransmitted packet, the receivers which have pending NACKs
for the retransmission request of the corresponding packet will withdraw them.
This will greatly reduce the potentially large number of NACK message trans-
missions. The maximum number of NACK message transmissions for each of the
missing packets allowed for each terminal is a system parameter and will affect
the network overhead due the NACK message transmissions. The optimal value
of it will be determined by the wireless channel characteristics and the wireless
network load characteristics.

Some notations for the description of the algorithm are as follows.
Notations

• Pk,l: Packet k transmitted by access point for the l-th time.
• t(Pk,l): The time packet Pk,l is transmitted.
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• NACKi(dj , Pk,l): NACK packet asking the retransmission of the packet i,
generated by node j with the transmission delay time of dj after its reception
of Pk,l.

• dj(Pi, Pk,l): Random amount of transmission delay time computed by the
receiving node j when it receives Pk,l to ask the retransmission of packet i.

• d(Pi, Pk,l): transmission delay time of the NACKi(dj , Pk,l) which arrives in
first at the access point requesting the retransmission of the packet i based
on the Pk,l reception.

• RTT: round trip time
• tc: the current time
• Tavg: mean interarrival time of Pk,1, k = 1, 2, · · ·.
• deadline(Pi): deadline for packet i to be acceptable by the receiver.
• Pk′ : the packet with the largest index k′ among packets arrived in sequence

at a receiver
• count(Pk): number of retransmission requests for packet k. Initially zero.
• ReTxmax(k): maximum number of retransmission requests allowable to each

node for packet k.

4.1 Broadcast Algorithm at the Access Point

The access point broadcasts Pk,l with l = 1 with regular interval which is a system
parameter. When the access point receives NACKi(dj , Pk,l), it checks if this is the
first message among the messages arriving from the receivers which have received
the packet Pk,l. If this is the case, it saves the value dj(Pi, Pk,l) in d(Pi, Pk,l) and
then retransmits packet i if it can be delivered to the receivers within its deadline.

If NACKi(dj , Pk,l) is not the first message among the messages arriving from
the receivers which have received the packet Pk,l, we check if dj(Pi, Pk,l) -
d(Pi, Pk,l) > RTT. If this is the case and the retransmitted packet can be deliv-
ered to the receivers within its deadline, the access point retransmits the packet
i. Notice that the packet retransmitted after receiving the first NACKi(dj , Pk,l)
may not be successfully transmitted to some receivers which did not successfully
receive the previous packet.

Pseudo-code for Access Point Processing

AP receives NACKi(dj , Pk,l):
if first NACKi(dj , Pk,l) for the transmission of Pk,l then

d(Pi, Pk,l) ←− dj .
if tc − t(Pi,1) + 1

2RTT < deadline(Pi) then
re-broadcast packet i

end if
else if dj − d(Pi, Pk,l) > RTT , then

if tc − t(Pi,1) + 1
2RTT < deadline(Pi) then

re-broadcast packet i
end if

end if



684 M. Choi, J.H. Cho, and J.M. Kim

4.2 Retransmission Requests by the Receivers

When a node receives a packet, it checks whether it is a duplicate packet or not.
If it is a duplicate packet, discard it. Otherwise, the node stores it and discards
the NACK message, if any, which is scheduled to be transmitted sometime later
for the retransmission request for the received packet. It also checks whether
there are some missing packets or not. If it turns out that there are some miss-
ing packets, it forms a NACK message to be used to ask the retransmission of the
packet. The packet to request for the retransmission is the one with the smallest
packet sequence number among those which can be delivered before their respec-
tive transmission deadline expires. The actual NACK message transmission is
delayed by an amount which is chosen in random between 0 and T msec, which
contributes to the suppression of the NACK messages actually transmitted.

Pseudo-code for Receiver Processing

A packet Pk,l arrives successfully at a node j:
if the arrived packet is the duplicate, then

discard it.
else

store Pk

if there are some NACKk(·, ·) to be scheduled, then
discard NACKk(·, ·).

end if
end if
if there are some missing packets (if k > k

′
+ 1), then

find the smallest K such that K < k, count(PK) < ReTxmax(K), and
tc - Tavg × K < deadline(PK) - RTT.

compute dj(PK , Pk,l)
count(K) ←− count(K) + 1
schedule NACKK(dj , Pk,l) to be transmitted dj(PK , Pk,l) later.

end if

5 Simulation

5.1 Model

To demonstrate the potential broadcast performance enhancements compared
with the conventional broadcasting scheme which does not allow any lost packet
retransmissions, we conducted simulation tests using a wireless LAN configura-
tion with one access point and 10 nodes. These nodes are placed randomly in a
300 m × 300 m area and the access point is placed at a corner of the area.

For the network simulation, ns-2 version 2.28 [7] and the IEEE 802.11e EDCA
and CFB Simulation Model for ns-2 [8] are modified to simulate our proposed al-
gorithm. For the wireless channel model, path loss exponent of 4 is assumed and
Orinoco 802.11b LAN card specifications are used to simulate the receive power.
To simulate the BER for a given receive power, the Intersil HFA3861B empirical
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Fig. 2. PSNRs for a selected mobile node using the proposed and conventional schemes

Fig. 3. Average PSNRs for proposed and conventional schemes

BER vs. SNR curve is used [9]. The frame error rate is computed under the as-
sumption that the bit error is randomly distributed for a given BER. Video data
are assumed to be broadcast at the rate of 2 Mbps and we set the parameter T to
10 msec.

For the video source traffic generation, we used H.264 JMware 10.2 [10] for
video encoding. Foreman.YUV of QCIF format is used as the source video.
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Fig. 4. Comparison of the 108th decoded frames using the proposed and conventional
schemes

Table 2. Retransmission overheads and NACK suppression

Partition A Partition B Partition C
Number of original packets to transmit 299 299 299
Number of candidate NACK packets 69 44 55
for suppression
Number of suppressed NACK packets 62 40 49
Suppression ratio for NACK packets 0.89 0.91 0.89
Number of retransmitted packets 182 169 171
Portion of the retransmissions 0.609 0.565 0.572

Frames are generated 30 frames per second for 10 seconds. Three partitions (A,
B, and C) are generated per slice. The GOP encoding scheme is IBPBPBPBPB
type to limit the effect of the transmission errors to a certain degree.

5.2 Results

From this experiment, we observed that the video quality perceived at all of the
mobile nodes using the proposed scheme is almost identical to the original video
quality while only five mobile nodes can obtain good quality of video service
using the conventional scheme. We also observed that the video quality using
the conventional scheme severely deteriorates especially when the partition A of
the video packets are lost. Obviously using the proposed scheme, the lost packets
including partition A video packets are recovered by retransmissions.

To show the received video performance enhancement of the proposed scheme,
we measured the peak signal-to-noise ratio (PSNR). Figure 2 shows the PSNR
performance of the proposed and conventional schemes. In this figure, the PSNR
curves for a mobile node not in that good channel condition are shown to show
the performance differences between two schemes more clearly.

The average PSNRs for the proposed and conventional schemes are also shown
in Fig. 3 which shows the superiority of the proposed scheme. Realizing that the
significant portion of the PSNR curves for the mobile nodes using the conven-
tional scheme severely fluctuate as shown in Fig. 2, we can see that the average
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PSNR performance of the conventional scheme fluctuating near 30 dB does not
mean its performance is good. It means that only some limited number of nodes
receive high quality of video service.

Figure 4 shows the decoded sample frames at the mobile node whose PSNR
performances are shown in Fig. 2. This performance enhancement could be
achieved by virtue of the retransmission overheads. In the proposed scheme,
transmission error detections by at least one receiving nodes for each new packet
transmission invoke the retransmission requests. So as the number of receiv-
ing nodes increases, the retransmission overhead may increase. The embedded
NACK suppression algorithm mitigates this problem. Table 2 shows the experi-
mental data for the retransmission overhead and the effectiveness of the NACK
suppression mechanism.

6 Conclusions

In this paper, we proposed a new broadcasting algorithm suitable for the IEEE
802.11e WLAN and showed that the significant video service quality enhance-
ment can be achieved. The proposed scheme effectively suppresses the feedback
messages which can potentially cause significant increase of network traffic and
the processing overhead at the access point. However, the amount of feedback
messages generated will be dependent on the distributions and the number of
mobile users. The detailed study on the effect of the increased number of mo-
bile users on the overall video broadcast service performance and the way to
effectively reduce the retransmission overhead is reserved for future work.
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Abstract. In video streaming applications over the Internet, TCP-
friendly rate control schemes are useful for improving network stabil-
ity and inter-protocol fairness. However it does not always guarantee
a smooth quality for video streaming. To simultaneously satisfy both
the network and application requirements, video streaming applications
should be quality-adaptive. In this paper, we propose a new quality adap-
tation mechanism to adjust the quality of congestion controlled video
stream by controlling the frame rate. Based on the current network condi-
tion, it controls the frame rate and sending rate of video stream. Through
the simulation, we prove that our adaptation mechanism appropriately
adjusts the quality of video stream while improving network stability.

1 Introduction

The Internet has recently been experiencing an explosive growth in the use
of audio and video streaming applications. Loss-tolerant real-time multimedia
applications such as video conferencing or video streaming prefer UDP (User
Datagram Protocol) to avoid unacceptable delay introduced by packet retrans-
missions. As the use of real-time multimedia applications increases, a consider-
able amount of UDP traffic would dominate network bandwidth because UDP
does not have congestion control mechanism. As a result, the available band-
width to TCP (Transmission Control Protocol) connections is oppressed and
their performance extremely deteriorates because the current Internet does not
attempt to guarantee an upper bound on end-to-end delay and a lower bound
on available bandwidth [1].

Researches on the TCP-friendly rate controlled streaming protocol has been
increasingly done since the 1990s [2,3,4,5]. A TCP-friendly rate control mech-
anism regulates its data sending rate according to the network condition, typ-
ically expressed in terms of the RTT (Round Trip Time) and the packet loss
probability. Therefore they improve the network stability and fairness with com-
peting TCP connections. However, by considering only the network require-
ments, they ignore the quality of video stream which is delivered to the end
user. To satisfy the network requirement and application requirement simulta-
neously, video streaming applications should be quality-adaptive. That is, the
application should adjust the quality of the delivered video stream such that the
required bandwidth matches congestion controlled rate-limit.

T. Vazão, M.M. Freire, and I. Chong (Eds.): ICOIN 2007, LNCS 5200, pp. 689–698, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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In this paper, we propose a new mechanism to adjust the quality of video
stream on-the-fly. To design an efficient quality adaptation mechanism, we need
to know the properties of the deployed congestion control mechanism. Previ-
ously we have proposed the TF-RTP (TCP-Friendly Real-time Transport Pro-
tocol) which is TCP-friendly rate control scheme based on RTP [5]. Similar to
previous congestion controlled streaming protocols it adjusts the sending rate of
video stream in a TCP-friendly manner. With TF-RTP, our quality adaptation
mechanism controls the quality of video stream based on the client’s buffer occu-
pancy. Therefore, not only does our mechanism maintain the network stability,
but it also achieves the smoothed playback by preventing the buffer underflow
or overflow.

The rest of this paper is organized as follows. In Section 2, we simply review
several previous quality adaptation mechanisms. In Section 3, we present the
concept and algorithms introduced in our new quality adaptation mechanism.
Our simulation results are described in Section 4. Finally, Section 5 concludes
the paper and discusses some of our future works.

2 Related Works

Previously, much attention has focused on developing congestion control algo-
rithms for video streaming applications. These were some variants of TCP with
no in-order and reliable delivery of TCP. More recently, some TCP-friendly con-
gestion control algorithms, like RAP [2], SQRT [3], and TFRC [4], have been pro-
posed. They have focused on reducing large oscillations associated with TCP’s
congestion control and improving the TCP-friendliness. As does TCP, TCP-
friendly algorithms react to indications of network congestion by reducing the
transmission rate. The transmission rate of TCP-friendly algorithms is typically
smoother than that of TCP. Nevertheless, because network congestion occurs
at multiple time scales, the bandwidth available to TCP-friendly streams typi-
cally fluctuates over several time scales. Rate smoothing is not useful for a best
effort network, since the Internet does not provide any information about the
bandwidth evolution in advance. Moreover, a smooth data rate does not always
guarantee a smooth quality for video streaming [6]. In video streaming applica-
tions over the Internet, quality adaptation mechanism is required to improve the
quality because a TCP-friendly rate control algorithm is insufficient for providing
a better video streaming service.

Several researches have been conducted in adaptive video streaming and var-
ious approaches have been proposed [6,7,8,9,10,11,12]. With hierarchical encod-
ing [7], the server maintains a layered encoded version of each stream. As more
bandwidth becomes available, more layers of the encoding are delivered. If the
average bandwidth decreases, the server may then drop some of the layers being
transmitted. Layered approaches usually have the decoding constraint that a
particular enhancement layer can only be decoded if all the lower quality lay-
ers have been received. The design of a layered approach for quality adaptation
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primarily entails the design of an efficient add and drop mechanism that max-
imizes quality while minimizing the probability of base-layer buffer underflow.
Most of all quality adaptation mechanisms have adopted a layered approach.

Rejaie et al. propose a quality adaptation mechanism using receiver buffer-
ing for AIMD(Additive Increase Multiplicative Decrease)-controlled transmis-
sion and playback of hierarchically-encoded video [8]. Long-term coarse-grained
adaptation is performed by adding and dropping layers of the video stream,
while using AIMD to react to congestion. A new layer will be added only if, at
any point, the total amount of buffering at the receiver is sufficient to survive an
immediate backoff and continue playing all of the existing layers plus the new
layer, and the instantaneous available bandwidth is greater than the consump-
tion rate of the existing layers, plus the new layer. When the total amount of
buffering falls below the amount required for a drop from a particular rate, then
the highest layer is dropped. Additionally, buffer space is allocated between lay-
ers so as to place a greater importance on lower layers, thereby protecting these
layers upon a reduction in the transmission rate.

Nick et al. extends the results of Rejaie et al. and finds that the combination of
a non-AIMD algorithm that has smaller oscillations than AIMD and a suitable
receiver buffer allocation [9]. For more smoothed quality control and efficient
buffer usage, they use a SQRT scheme as a congestion control module. Naoki
et al. proposes TCP-friendly MPEG-4(Moving Picture Experts Group) video
transfer methods to fairly share the bandwidth with conventional TCP data
applications [10]. For the video quality control, they assume that video stream
is encoded by FGS (Fine Granular Scalability) video coding algorithm [11] of
MPEG-4 standards.

Existing quality adaptation mechanisms use the hierarchical encoding scheme,
specifically FGS algorithm, to match the quality of video stream with its deter-
mined sending rate. It provides an effective way for a video streaming server to
coarsely adjust the quality of a video stream without transcoding the stored data.
However, in the real world, the hierarchical encoding scheme is not deployed to
streaming applications because an encoder with this capability is small. More-
over, unlike MPEG-4, where the FGS mechanism is specified to use hierarchical
coding, the H.264/AVC standard [13], a recently proposed video compression
scheme, does not contain any specification for this feature. While most of all the
previous works done until now concern essentially hierarchical encoded video
streaming, our work is different from those by using the new concept of tempo-
ral scalability introduced in the MPEG family of standards.

3 Quality Adaptation Mechanism

This section briefly introduces our quality adaptation mechanisms to adjust en-
coded video rate to the desired sending rate determined by TCP-friendly rate
control scheme. Firstly, we describe the end-to-end architecture of proposed qual-
ity adaptation mechanism. After that, the detail algorithms on adaptive video
streaming are described.
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3.1 Overall Architecture

Fig. 1 depicts our end-to-end system architecture. Stored video stream is encoded
by MPEG family of standards with a constant frame rate. The congestion control
module can effectively estimate the TCP-friendly rate. All active frames are
multiplexed into a single transport session by the server. At the client side,
incoming frames from the network are demultiplexed and each one goes to its
corresponding buffer. The decoder drains data from buffers and feeds the display.

Normally a video stream consists of three types of frame they are I, P, and
B-frame. Frame is the basic unit of video data and is equivalent to the picture. A
sequence of frames beginning from an I-frame is called GOP (Group Of Picture)
and defined by two parameters, number of P-frames between two I-frames and
number of B-frames between two P-frames. In this paper we assume each frame
types have the same data size. This is unlikely in a real codec, but it simplifies
the analysis.

Each RTCP (Real-time Transport Control Protocol) packet reports the most
recent network state and data delivery information to the server. Having an
estimate of RTT and a history of transmitted packets for each frame, the server
can estimate the TCP-friendly rate and the amount of prefetched buffers for
each frame. After estimating the current network state, the congestion control
module informs the TCP-friendly rate to the quality adaptation module. Then
the quality adaptation module efficiently adjusts the number of active frames
and fairly allocates available bandwidth to each active frame. In our architecture,
TF-RTP, previously proposed in [5], is deployed as the transport and congestion
control module.

The quality adaptation mechanism is required when a data rate of originally
encoded video stream is higher than the current available bandwidth. When the
quality adaptation mechanism is applied, some frames of a GOP are activated
and transmitted but the others are not. In Fig. 2, the number of frames and
bytes of originally encoded and adapted video stream in a GOP are defined to
explain our quality adaptation mechanism. In case of originally encoded video
stream, number of frames and bytes in a GOP are determined when raw data
is compressed by using the video compression scheme. In case of adapted video
stream, those are dynamically changed because available bandwidth is time-
variant. The number of active frames of adapted video stream is always equal
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Common definition:

BK : number of bytes of K-frame, where 

Originally encoded video stream:

NFK: number of K-frame

Number of frames in a GOP: NFGOP = NFI + NFP + NFB

Number of bytes in a GOP: BGOP = NFI * BI + NFP * BP + NFB * BB

Encoded frame rate per 1 sec is FRGOP

Adapted video stream:

α, β, γ : numbers of active I, P, and B-frame

Number of frames in a GOP: NFActive = α + β + γ
Number of bytes in a GOP: BActive = α * BI + β * BP + γ * BB

Active frame rate per 1 sec is FRActive

},,{ BPIK ∈

Common definition:

BK : number of bytes of K-frame, where 

Originally encoded video stream:

NFK: number of K-frame

Number of frames in a GOP: NFGOP = NFI + NFP + NFB

Number of bytes in a GOP: BGOP = NFI * BI + NFP * BP + NFB * BB

Encoded frame rate per 1 sec is FRGOP

Adapted video stream:

α, β, γ : numbers of active I, P, and B-frame

Number of frames in a GOP: NFActive = α + β + γ
Number of bytes in a GOP: BActive = α * BI + β * BP + γ * BB

Active frame rate per 1 sec is FRActive

},,{ BPIK ∈

Fig. 2. Definition of video stream characteristics

to or lower than the number of frames of originally encoded video stream (α �
NFI , β � NFP , γ � NFB).

3.2 Estimation of Client Buffer Occupancy

Let X(t) denote the TCP-friendly rate at time t. By permitting prefetching data
in client buffers, our server sends the video data at the maximum rate X(t). The
stored video is divided into three frame types, I, P, and B-frame. Under congested
network state, the available bandwidth is not enough for admitting an originally
encoded video stream as it is. In this case, the quality adaptation mechanism
should adjust the number of active frames in a GOP and their bandwidth shares.
Therefore, the allocated actual bandwidth to a GOP is calculated by Eq. (1).
This is the same with the sum of allocated bandwidth to each frame type.

XGOP =
X(t)

FRActive/NFActive
= XI + XP + XB (1)

The client stores I, P, and B-frames data coming from the network in prefetched
buffers. Let YI(t), YP (t), and YB(t) denote the amount of data in the client
prefetched buffers at time t. They are periodically reported to the sender, by
RTCP packets, to estimate the client buffer occupancy. We denote ∆(t) for
the number of each prefetched frame contained in the client buffers. Since the
allocated bandwidth to a GOP is re-allocated to I, P, and B-frame in proportion
to their number of active frames and bytes, the number of prefetched frames
can be calculated as shown in Eq. (2). The number of prefetched GOPs can be
estimated by Eq. (3) because three types of frame organize a GOP and they are
synchronized by each other within a GOP.

∆I(t) =
YI(t)
BI

, ∆P (t) =
YP (t)
BP

, ∆B(t) =
YB(t)
BB

(2)

∆GOP (t) ≈ ∆I(t)
α

≈ ∆P (t)
β

≈ ∆B(t)
γ

(3)
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3.3 Conditions for Preventing Underflow or Overflow

Without prefetching at the decoder, the perceived video quality may be degraded
considerably. Therefore buffer underflow and overflow have to be avoided to
improve the quality of video stream. Depending on the number of prefetched
GOPs, condition for preventing underflow or overflow can be regulated. If the
sum of the number of transmitted GOPs (θ) and the number of prefetched GOPs
(∆) per unit time is higher than the number of consumed GOPs (φ) by decoder,
buffer underflow is avoided. After decoding some prefetched data, if the number
of prefetched GOPs is lower than the client maximum buffer size, overflow can
be avoided. In our works, we apply a more conservative prevention method by
using the minimum (∆MIN ) and maximum (∆MAX) thresholds because buffer
underflow and overflow can be more disturbing for the overall quality.

φ =
FRActive

NFActive
and θ =

X(t)
XGOP

(4)

≤

)()( GOPMIN ∆+≤∆+ θφ

MAXGOP ∆≤∆

Condition for preventing underflow:
(Number of consumed GOPs + ∆MIN)      

(Number of transmitted GOPs + Number of prefetched GOPs)

Condition for preventing overflow:
Number of prefetched GOPs      ∆MAX

≤

≤

)()( GOPMIN ∆+≤∆+ θφ

MAXGOP ∆≤∆

Condition for preventing underflow:
(Number of consumed GOPs + ∆MIN)      

(Number of transmitted GOPs + Number of prefetched GOPs)

Condition for preventing overflow:
Number of prefetched GOPs      ∆MAX

≤

Fig. 3. Conditions for preventing underflow and overflow

3.4 Quality Adaptation Algorithms

A new frame can be added as soon as the instantaneous available bandwidth
exceeds the consumption rate of the active frames. A more practical approach
is to start sending a new frame when the instantaneous bandwidth exceeds the
consumption rate of the active frames plus the new added frame. A new added
frame is selected according to the type of current active frame and amount of
available bandwidth. There is some excess bandwidth from the time the available
bandwidth exceeds the consumption rate of the current active frames until the
new frame is added. This excess bandwidth can be used to transmit data for
current active frames at the client.

– Condition 1: (XGOP
n − XGOP

n−1) � Xi

j , where i ∈ {I, P, B}, j ∈ {α, β, γ}

This bandwidth constraint for adding frame is still not sufficiently conservative.
Some excess bandwidth makes more prefetched data at the client and is possible
to induce buffer overflow. If prefetched buffers are expected to overflow (∆GOP �
∆MAX), the server improves the video quality by increasing the frame rate.
Then, the client buffer occupancy may be lowered because prefetched active
frames are more rapidly consumed by the decoder. Although network condition
is more congested transiently, buffer overflow is efficiently prevented nevertheless.
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– Condition 2: ∆GOP � ∆MAX

An active frame can be dropped when the consumption rate of the active frames
exceeds the estimated TCP-friendly rate. However, to provide higher quality
as long as possible, a frame should be slowly dropped within the limits of the
possible. If client buffer is expected to underflow (∆GOP � ∆MIN ), the server
degrades the video quality by decreasing the frame rate with no sending rate
control. Dropping an active frame makes lower consumption rate at the client
and delivers more GOPs per unit time because the sending rate is remained the
same.

– Condition 3: ∆GOP � ∆MIN

If these three conditions are not satisfied, the server keeps up the current active
frames and transmits them in by order of frame importance. Under the congested
network state, server adjusts the sending rate to the estimated TCP-friendly
rate. In case of stable network state, the sending rate is increased to improve the
TCP-friendliness.

4 Performance Evaluations

In this section, we present our simulation results. Using the ns-2 simulator, the
performance of the proposed quality adaptation mechanism has been
measured [14]. To emulate the congested network conditions, background TCP
traffic is introduced. Fig. 4 shows the topology for our simulations. All of our
experiments use a single bottleneck topology and the bottleneck queue is man-
aged with the drop-tail mechanism. Each simulation consists of about 150 sec of
the network lifetime. From 0 to 30 sec, only one adaptive video stream is intro-
duced and occupies all available bandwidth. Beginning at 30 sec, one competing
TCP connection is started and begins competing with existing connection for
the bandwidth share. The RTCP feedback packets are periodically reported to
the server with 1 sec interval.

To evaluate performance, we use a sample video data. The characteristics of
video sample are described in Table 1. We assume that the video stream has
encoded at 1.4 Mbps with 25 frames per second. It also has three types of frame
with different data size.

2.5Mbps 20ms
3Mbps 15ms 3Mbps 15msRouter Router

TCP

QA Client

Client

2.5Mbps 20ms
3Mbps 15ms 3Mbps 15msRouter Router

TCP

QA Client

Client

Fig. 4. Network topology
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Table 1. Characteristics of video sample

GOP Sequence I-B-B-P-B-B-P-B-B-P
Frame Rate 25 fps

Encoded Rate 1.4 Mbps
Frame Types I-frame P-frame B-frame

Number of Frame in a GOP 1 3 6
Size of Each Frame(bytes) 25 K 10 K 2.5 K

4.1 TCP-Friendly Rate Control

In [5], we have proposed the RTP-based rate control scheme for video streaming.
Our quality adaptation mechanism applies this RTP-based rate control scheme
as a congestion control module for calculating the TCP-friendly rate. Fig. 5(a)
shows that our congestion control module can estimate the TCP-friendly rate
and dynamically control the sending rate of video stream on the basis of the cur-
rent network state. Congestion control module periodically estimates the avail-
able bandwidth. If the estimated available bandwidth is lower than the originally
encoded rate of video stream, then the quality adaptation module adjusts the
sending rate of video stream and number of active frames. Approximately, TCP
connection shares on average 1.55 Mbps and adaptive video stream shares on
average 1.25 Mbps. In Fig. 5 (b), packet loss occurrences are depicted. Our qual-
ity adaptation mechanism can decrease the packet loss probability as compared
with no adaptation because it adjusts the sending rate of video stream based on
the current network state. Approximately, our adaptation mechanism decreases
the packet loss probability by about 23 %.

4.2 Quality Adaptation

Fig. 6 (a) shows that our quality adaptation mechanism appropriately controls
the number of active frames. From 80 to 145 sec, the quality adaptation mech-
anism drops active frames and adds new frames. Dropping an active frame is
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(a) Adding or dropping frames
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done to prevent buffer underflow. On the other hand, a new frame is added
when current network condition is available to admit a new frame. Allocated
available bandwidths to each type of frame are shown in Fig. 6 (b). The send-
ing rate of I-frame is regularly maintained because it has no frame rate control.
However, the sending rates of P and B-frame are dynamically changed accord-
ing to the estimated TCP-friendly rate. Specifically, B-frame is early dropped
and lately added than P-frame because of their lower data importance. Fig. 6
shows that our quality adaptation mechanism with congestion control module
efficiently controls the number of active frames and successfully transmits them
by allocating available bandwidth.

5 Conclusion

We have presented a quality adaptation mechanism to improve the quality
of video streaming applications over the Internet. Existing quality adaptation
mechanisms mainly exploited the flexibility of hierarchical encoding. However,
our new mechanism is based on temporal scalability of video stream to over-
come limitations of hierarchical encoding schemes. The key issue is to select
appropriate active frames among the frames in a GOP. We have described an
efficient mechanism that dynamically adjusts the number of active frames while
maintaining the network stability and inter-protocol fairness.

Our simulation results reveal that proposed mechanism can appropriately
adjust the quality of video stream based on current network state. It also can
provide a smoothed playback to the user by preventing buffer overflow and under-
flow. In the future, we will further enhance the stability of proposed mechanism
and extend our quality adaptation mechanism to wireless network environments.
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Abstract. In a popular video broadcasting scheme, one of the major challenges 
is how to reduce a viewer’s waiting time maintaining a given bandwidth alloca-
tion and how to reduce a client’s buffer requirement. In order to solve these 
problems, many significant broadcasting schemes had been proposed. Among 
them, the harmonic broadcasting scheme has the best performance for viewer’s 
waiting time and staircase broadcasting scheme has the best performance for 
client’s buffer requirement. However, these previously proposed broadcasting 
schemes required managing many segments of a video and frequency of chan-
nel hopping as well as using many channels at the same time. These complexi-
ties make it difficult to implement. In this paper, we propose a fast staggered 
broadcasting scheme which has simple structure and channel efficiency in a 
given bandwidth. By comparing with other previously proposed broadcasting 
schemes, the proposed scheme is substantially reduced dividing segments of a 
video, a number of managing channels and frequency of channel hopping. 
Moreover, the proposed scheme is achieved significant bandwidth efficiency in 
viewer’s waiting time and buffer requirement. The numerical results demon-
strate that viewer’s waiting time of the fast staggered broadcasting scheme con-
verge to that of harmonic scheme as the bandwidth is increased and buffer  
requirements of this can be decreased below that of staircase scheme by adjust-
ing a short front part of a video sizes.  

Keywords: broadcasting, waiting time, buffer requirement, fast staggered 
broadcasting scheme, simple structure, channel efficiency. 

1   Introduction 

The multimedia services through the broadband networks are developed along with 
high-speed communication technology developments. Especially, video-on-demand 
(VoD) service, as the most important part of multimedia service, is already used in 
practical area. VoD allows clients to select any given video from a large on-line video 
library and to watch it through their set-top box (STB) at home. Unlike conventional 
television broadcasting services in which clients can’t select videos, clients have been 
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given more choices of videos than ever. To access a VoD program, the customer only 
requires a STB connected to the television set. The STB allows the client to navigate 
the electrical program guide, to handle the reception and to display of the video once 
the client has made a choice. 

Despite of the attractiveness of VoD services, it does not seem practical to provide 
VoD services for a great number of clients. One of the reasons is the high cost in 
providing VoD services. Because a video consumes wide bandwidth even after sig-
nificant amount of video compression, communication networks must have enough 
transmission channels to maintain multiple customers concurrently. Therefore, one of 
the major challenges of designing a VoD system is how to reduce bandwidth con-
sumption with maintaining viewer’s waiting time and buffer requirement. 

Generally, VoD systems can be categorized into True-VoD (TVoD) systems [1] 
and Near-VoD (NVoD) systems [2]-[10] by the way that video is delivered. In TVoD, 
the system must reserve dedicated transmission channels from server resources to 
each client. Clients can receive video data without any delay via dedicated transmis-
sion channels as if they use their own Video Cassette Recorders (VCRs). Such sys-
tems, however, may easily run out of the channels because the channels can never 
keep up with the growth in the number of clients. Therefore, many researchers have 
investigated how to reduce the channels concurrently used. In NVoD, clients have to 
wait by some delay time because a video program is broadcasted over several chan-
nels with a periodical cycle. The number of broadcasting channels is due to the allow-
able viewer’s waiting time, not the number of requests. Thus, it is more suitable for 
distributing hot video programs [11]. 

Many NVoD broadcasting protocols, including the fast [3], harmonic [4],[5], stair-
case [6], pyramid [7], [8], skyscraper [9] and pagoda [12], [13] broadcasting schemes 
have been proposed. All these broadcasting schemes can be roughly classified into 
three categories pyramid-based, harmonic-based, and pagoda-based protocols [10]. 
Among of these broadcasting schemes, the harmonic scheme [4] has best performance 
for viewers’ waiting time and the staircase scheme [6] has best performance for client 
buffer requirement [15], [16], [17]. The broadcasting schemes above divide the video 
into a series of segments and broadcast each segment periodically on dedicated server 
channels. While a client is playing the current video segment, it is guaranteed that the 
next segment is downloaded on time and the whole video can be played out continu-
ously. A client will have to wait for the occurrence of the first segment before they 
can start playing the video. 

A drawback of these various broadcasting schemes approach is that a client in all 
of these schemes are managing many segments of a video, a frequency of channel 
hopping, using many channels for watching and joining many channel at the same 
time. These leads to complexity in a VoD system design. 

In order to overcome these problems mentioned above, this paper proposes a new 
VoD scheme named as a fast staggered broadcasting scheme. The proposed scheme 
divides a video into a short front part and a long rear part. And then, the short front 
part of a video uses the fast broadcasting scheme [3] and the long rear part of a video 
uses the staggered broadcasting [14]. In this scheme, the advantage of short viewer’s 
waiting time in the fast scheme is preserved and advantage of simplicity in the stag-
gered scheme is also maintained. Moreover, the short front part leads to reduce buffer 
requirement significantly. These reasons make it possible to implement easily and 
more practical than previous proposed VoD schemes. 
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The simulation results show that the fast staggered broadcasting scheme has out-
standing performance in aspects of both the viewer’s waiting time and buffer re-
quirement with simplicity of scheme. For a given bandwidth allocation, viewer’s 
waiting time of the fast staggered broadcasting scheme is close to that of the fast 
scheme and converges into that of harmonic scheme as the bandwidth is increased. 
The buffer requirement of the fast staggered broadcasting scheme can be reduced 
below that of the pyramid, harmonic, fast and staircase broadcasting scheme by ad-
justing the short front part of a video sizes. 

2   Fast Staggered Data Broadcasting and Receiving Scheme 

The fast scheme has bandwidth efficiency in a video delivery and the staggered 
scheme has simple system structures. In the fast staggered scheme, these features are 
combined. The fast staggered scheme is divided a video into a short front part and a 
long rear part, then the short front part is broadcasted in the fast scheme while long 
rear part is broadcasted in the staggered scheme. This framework leads to bandwidth 
efficiency in transmission with simplicity of VoD scheme. 

SN (N=2m)

D(video length)

D1

b... SN-1

D2 (D2 =h(D1+    ), h   1)

2mh

S2S1

 

Fig. 1. Basic partition operating of the fast staggered broadcasting scheme for a video when 
β=k  

Referring to Fig.1, on the server side, suppose there is a video with length D . The 
consumption rate of the video is b . Thus, the size of the video is bDV ×= . Suppose 
the bandwidth that we can allocate for the video is B , bB ×= β , 2≥β . On the 

server side, the fast staggered broadcasting scheme involves the following steps, 
1. The clients wait to download the video data until the start of segment 1S  occurs 

first on channel DaC1  The video length D  is divided into a short length of front 

part 1D  and a long length of rear part 2D . Thus, the size of part 1D  is 

bDV ×= 11 , and the size of part 2D  is bDV ×= 22 . The each part relation is 

)( 12 δ+= DhD , 1≥h                                                (1)  

 



702 H.-I. Kim and S.-K. Park 

where, h  is a video dividing coefficient, δ  is a divided data segment S ’s 
length in 1D  part. Here, h  has only a positive integer and this is equal to as-

signed number of channel in 2D  part. 

2. The bandwidth B  is equally divided into k  logical channels, where 

⎣ ⎦β=⎥⎦
⎥

⎢⎣
⎢=

b

B
k , 2≥k                                                (2) 

Consider a number of assigned channels in 1D  part as m  ( 1≥m ), and a number 

of assigned channels in 2D  part as n  ( hn = , 1≥n ). Thus, the number of logi-

cal channels is nmk += . Let },...,,{ 1

1

1

1

1

0

D

m

DD CCC −  represent the m  channels of 

assigned 1D  part and },...,,{ 2

1

2

1

2

0

D

n

DD CCC −  represent the n  channels of assigned 

2D  part. The notation Dp

lC  ( p =1,2) represents the l th channel with Dp ’s part. 

3. D  is divided into N  segments, 1D  is equally divided into 1−N (= 12 −m ) 

segments and 2D  is a single segment, where 

∑
−

=

=+=
1

0

212
m

i

miN                                                  (3) 

Suppose iS  is the i th segment of a video. Every segments concatenated in the 

order of increasing segment numbers constitutes the whole video. A each seg-
ment length in 1D , from 1S  to 1−NS , is δ . 

4. Within the continuous data segments on 1D

iC  ( 1,...,0 −= mi ), the i2  data seg-

ments are broadcasted periodically. On 2D

jC  ( 1,...,0 −= nj ), the 2D  is broad-

casted using the staggered scheme with the n  channels. The time of staggered 
channel interval is sT , δ+= 1DTs . Therefore, the number of staggered channels 

allocated for the staggered scheme is given by sTDn /2= , and also number of 

assigned channel in 1D  part obtains as hkm −= . 

At the client side, suppose there is enough buffer space at client site for storing the 
video data, we may store extra portion of the video into local buffer. For watching a 
video, the following steps are involved. 

1. Begin to download the first data segment 1S  of the required video at the first 

occurrence on 1
0
DC  and to download other related data segments from 1

1
DC  to 

1
1

D

mC −   concurrently. If the first data segment play point is equal to the start of a 

staggered point, the last data segment NS  simultaneously buffers the ongoing 

staggered channel. Otherwise, the staggered NS  buffering waits till the start of 

the staggered point, only if buffer is necessary to the client. 
2. Right after beginning to download the data segments, the client can start to con-

sume the video with its consumption rate in the order of NSSS ,..., 21 . 
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3. Stop loading from channel 1D

iC  ( 1,...,0 −= mi ) when the client has received i2  

data segment from that channel. Stop loading from channel 2D

jC  ( 1,...,0 −= nj ) 

when the client has received completely NS  data segments from that channel. 
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Fig. 2. Example of the fast staggered broadcasting when k =6, β =6, h =3, m =3 and n =3 

Fig. 2 depicts the operation of the fast staggered broadcasting scheme for a video 
when k =6, β =6, m =3, n =3 and h =3. The video length D  is divided into 1D  and 

2D  by the coefficient h =3. The 1D  is partitioned into 7 segments and these segments 

are broadcasted over 3 channels ( 1
0
DC , 1

1
DC , and 1

2
DC ). The last segment 8S  is broad-

casted using 3 channels using staggered scheme ( 2
0
DC , 2

1
DC , and 2

2
DC ). The staggered 

interval sT  of 2D  is 8 δ , where δ  is segment length in 1D . In this example, δ  is 

31/D , which is also the maximum viewer’s waiting time. 

3   Analysis and Performance Comparison 

3.1   Viewer’s Waiting Time 

The waiting time for a viewer is defined as the duration for which one has to wait for 
a video to watch after sending a request to a server. When a client just miss a 1S  of a 

requested video, the maximum waiting time will be equal to the access time of 1S  

from the first channel 1
0
DC . The size of 1S  is )12/()1/( 11 −=− mbDNbD . The band-

width of 1
0
DC  is kB / . Therefore, for a given bandwidth allocation in the fast stag-

gered broadcasting and receiving scheme, the maximum waiting time to access a 
broadcast video is 

β
δ kD

kB

NbD
m

×
−

=−=
12/

)1/( 11                                           (4) 
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As β  is integer, the client will have β=k  and )12/(1 −= mDδ . Here, the video 

length is 21 DDD +=  and )( 12 δ+= DhD , 1≥h . Thus, the maximum waiting time to 

access a broadcast video is represented differently as 

h
kk

h

D

mm +−+−
= ββδ

)12()12(
                                      (5) 

As β  is integer, we will have β=k  and )122/( −+= mmhDδ .  

Fig. 3 shows the relationship between viewer’s waiting time δ  and bandwidth re-
quirement β  in each scheme for the length of video D =100 minutes and fast stag-

gered scheme with h =3,5. Distinctively, fast staggered scheme results appear from 
1+= hβ  because long rear part channel in fast staggered scheme n  is assigned h  

channels ( h=β ) and short front part channel in fast staggered scheme m  has allo-

cated at least one channel ( 1≥β ). In fig. 3, the viewer’s waiting time of fast stag-

gered scheme ( h =3) was much shorter than that of pyramid scheme, and increases 
slightly as comparing that of fast scheme and staircase scheme. In case that if 6.9 
channels is allocated for the bandwidth β, the viewer’s waiting time for fast staggered 
scheme ( h =3) is about 1.49 minutes whereas for pyramid scheme it is 5.03minutes, 
for fast and staircase scheme it is 1.38 minutes and for harmonic scheme it is 
0.17minutes. Thus, the performance of viewer’s waiting time for fast staggered 
scheme ( h = 3) is almost same that of fast and staircase scheme, about 70% better 
than pyramid scheme but slightly higher then that of harmonic scheme. However, as 
the bandwidth is increased the waiting time δ  also decreases sharply in fast staggered 
scheme, so the waiting time for fast staggered scheme gradually becomes almost same 
as that of harmonic scheme. It is also found that as h  is decreased the waiting time δ  
also decreases on the same bandwidth allocation in fast staggered scheme. 
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Fig. 3. Comparison of maximum waiting time of different broadcasting schemes when a video 
length D  is 100 minutes and fast staggered scheme has h =3, 5 
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Fig. 4. Comparison of maximum buffer requirement of different broadcasting schemes when 
fast staggered scheme has h =3, 5 

3.2   Buffer Requirement 

At the client end, the arriving rate of the video data is greater than its consumption 
rate of the video. Therefore, a client needs to have local buffer to store the extra video 
being downloaded. In the fast staggered scheme, the total buffer requirement in-
creases until the 1D ’s last channel 1

1
D

mC − . 

Considering the data segments on the 1D ’s last channel 1
1

D

mC − , the client is received 

bm δ)12( −  of a video data within δ12 −m  but the data size which will be consumed 

within this period is bm δ12 − . Therefore, the last data segment NS  is buffered until 

bm δ)12( − . The maximum buffer size requirement at the client end will be given as 

β
δ k

bDbZ m

1)12( =−=                                               (6) 

Equation (6) shows that the client buffer requirement of the fast staggered scheme is 
decided by the short front part 1V  size which is controlled by the video dividing coef-

ficient h . In Fig.2, the best case of buffer requirement happens when the client starts 
to receive the video at 1t  and no buffer is required. The worst case occurs when the 

client starts to receive the video at 0t . In worst case, the client buffer must reserve 

7 bδ  amounts of data. 
Fig. 4 shows relationship between maximum buffer requirement Z  and bandwidth 

requirement β  in each scheme when fast staggered scheme has h =3, 5. Buffer re-

quirement Z  of fast staggered scheme ( h =3, 5) was less than that of the fast, stair-
case and harmonic schemes. It is found that if 10 channel is employed for bandwidth 
β , buffer requirement is obtained as 0.162 Db  for fast staggered ( h = 5), 0.499 Db  

for fast, 0.367 Db  for harmonic and 0.249 Db  for staircase scheme. Thus, the  
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performance of buffer requirement for fast staggered scheme ( h = 5) is found about 
68% better then that of fast, 56% better then that of harmonic and 35% better then that 
of staircase scheme. It is also found that buffer requirement Z  decreases as h  in-
creases in fast staggered scheme. 

3.3   Complexity 

The complexity of the scheme is an essential factor. The proposed scheme has lower 
complexity than other VoD schemes because it reduces a number of segments of a 
video, using channels at the same time, managing channels and hopping channels for 
a VoD services. 

The comparison of complexity among different schemes is shown in Table 1 for a 
video when HN  is a number of using channel in the harmonic scheme which is ob-

tained by ∑= =
HN

i i1 )/1(β  and β  is a positive integer. From Table 1, it is observed that 

fast staggered scheme is most simple structures. For example, if β = k =5 and as-

signed channels of short front part channels in fast staggered scheme m  are 2. In this 
case, a number of segments of a video are obtained as 4 for fast staggered, 31 for fast, 
341 for staircase and about 3403 for harmonic scheme. A number of managing chan-
nels and channel hopping for watching a video are obtained as 3 for fast staggered, 5 
for fast, 31 for staircase and about 82 for harmonic scheme. A maximum number of 
using channels at the same time for watching a video are obtained as 3 for fast stag-
gered, 5 for fast, 16 for staircase, about 82 for harmonic scheme. These results show 
that fast staggered scheme achieves much lower complexity in a number of segments, 
managing channels, using channels at the same time and hopping channels for a VoD 
service on a given bandwidth allocation. 

Table 1. Comparison of complexity among different broadcasting schemes for a video, when 

HN  is a number of using channel in the harmonic scheme which is obtained by ∑= =
HN

i i1 )/1(β  

Scheme Segments Managing 
channels 

Using channels 
at the same time 

Hopping 
channel 

Fast 12 −k  k  1 ~ k  k  

Staircase 
2

1
1 )2(∑ =

−k
i

i  12 −k  12 −k  12 −k  

Harmonic 2/)1( +HH NN  HN  HN  HN  

Fast Staggered m2  1+m  1 ~ 1+m  1+m  

4   Conclusions 

In VoD system, a large number of channels are needed if many video programs are to 
be transmitted without long client’s waiting time. Many significant broadcasting 
schemes have been proposed to reduce the viewer’s waiting time and buffer require-
ment but they would seem to be difficult to implement because of complexity. In this 
paper, we have proposed a new broadcasting scheme called the fast staggered broad-
casting scheme which is combined the fast scheme with the staggered scheme. This 
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scheme has both significant simplicity and bandwidth efficiency, comparing with the 
existing VoD schemes. 

We compared the proposed scheme performance with the staggered, pyramid, fast, 
staircase and harmonic scheme. The results showed that that viewer’s waiting time of 
the fast staggered broadcasting scheme converge to that of harmonic scheme as the 
bandwidth is increased. The buffer requirement can be reduced less than the staircase 
scheme by adjusting a video dividing coefficient. Furthermore, our proposed scheme 
achieves much lower complexity in a number of segments in a video, channels hop-
ping, managing channels and using channels at the same time. Therefore, it is 
achieved much lower complexity with bandwidth efficiency against previously pro-
posed VoD schemes. The proposed fast staggered scheme could provide a practical 
and simple implement solution for VoD services with only minor modifications in a 
server and STBs. 
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Abstract. A pair of QoS oriented bandwidth allocation algorithms for
both BS and SS in broadband wireless access (BWA) networks, are pre-
sented. These algorithms offer soft QoS provisioning by letting each
class of service exploiting the available bandwidth considering the de-
lay bounds of the exisiting connection’s queues so that lower priority
classes can get a reasonable minimum share of bandwidth. This method
is taking advantage of a bonus allocation scheme while keeping the con-
nection priorities in focus. The simulation results show that the proposed
scheduler provides QoS support for different types of traffic classes whilst
maintaining the standards of IEEE 802.16.

1 Introduction

In recent years, there has been a considerable growth in demand for high-speed
wireless Internet access and this has caused the emergence of new short-range
wireless technologies (viz. IEEE 802.11) and also long-range wireless technologies
(viz. IEEE 802.16).

Long-range wireless technologies, in particular IEEE 802.16, offer an alter-
native to the current wired access networks such as cable modem and digital
subscriber line (DSL) links. The IEEE 802.16 has become an attractive alterna-
tive, as it can be deployed rapidly even in areas difficult for wired infrastructures
to reach and also, it covers broad geographical area in more economical and time
efficient manner than traditional wired systems.

At the same time, the growth in adopting a broadband wireless access (BWA)
network has significantly increased the customer demand for guaranteed quality
of service (QoS). The provision of QoS has become a critical area of concern for
BWA providers. The IEEE 802.16 standard appear to offer a solution for this
problem, by establishing a number of unique and guaranteed QoS parameters
in terms of delay, jitter and throughput. This enables service providers to offer
flexible and enforceable QoS guarantees, a benefit that has never been available
with other fixed broadband wireless standards [1].

The IEEE 802.16 standard focuses on “First-mile/last-mile” connection in
wireless MANs. The IEEE 802.16 working group is developing a standard for the
physical and MAC layers. The IEEE 802.16 is utilizing a time division and polling
based approach at its MAC layer, which is more deterministic as compared to
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contention-based MAC schemes. The 802.16 MAC layer classifies the application
flows based upon their QoS requirements and maps them into four basic classes
to one of the connections with distinct scheduling services(UGS, rtPS, nrtPS
and BE)[2].

While the standard has defined the differentiated treatment for each class of
service, the details of packet scheduling algorithms have been left undefined [3].
In this paper, we present a new bandwidth allocation schemes for the BS, which
is based on an idea of reserving a minimum amount of bandwidth for each class
of service during each frame-time, and sharing the reserved bandwidth among the
connections with the same class of service according to their immediate bandwidth
requirements. The excess bandwidth is distributed among all the connections ac-
cording to their priority. We also propose a new scheduling algorithm for the SS
which consider the severity of the packet expiry at each connection’s queue and
this will improve the fairness over the previous research.

The rest of the paper is organized as follows. Section 2 describes the Schedul-
ing framework of the IEEE 802.16. The proposed base station (BS) bandwidth
allocation architecture is explained in section 2.1. In section 2.2, our proposed
subscriber station (SS) packet scheduler is illustrated. Section 3 is concerned with
the simulations of the proposed scheduling algorithms and results. Conclusion is
presented in section 4.

2 Scheduling in IEEE 802.16

In the IEEE 802.16 standard, the BS and SS must reserve resources to meet their
QoS requirements. Bandwidth is the primary resource that needs to be reserved.
The BS controls and can allocate the required bandwidth to downlink and uplink
connections according to their traffic profile. The IEEE 802.16 supports UGS,
rtPS, nrtPS and BE service classes, each of these service classes has its own QoS
requirements. Each connection in the uplink direction is mapped into one of these
existing four types of uplink scheduling service. Some of these scheduling services
prioritize the uplink access to the medium for a given service, for example by
using unsolicited bandwidth grants. Others use polling mechanisms for real time
and non-real time services or even pure random access for non real time Best
Effort (BE) services[3][5].

Scheduling in IEEE 802.16 is divided into two tasks. The first task, performed
at the BS is the scheduling of the airlink resources (uplink subfrarme) among
the SSs according to the information provided with the bandwidth requests
(BW-request), which is received from the SSs. The second scheduler task is the
scheduling of individual packets at SSs and BS. The SS scheduler is responsible
for the selection of the appropriate packets from all its queues, and sends them
through the transmission opportunities allocated to the SS within each subframe.

As specified in the current IEEE 802.16 standard[2], BW-requests from SSs
reference individual connections while each bandwidth grant from the BS is
addressed to the SS, not to its individual connections. As a result, SS scheduler is
responsible for sharing the bandwidth among its connections while maintaining



An Enhanced Bandwidth Allocation Algorithms for QoS Provision 711

QoS. The importance of building a QoS aware scheduler is undeniable, since
different connections must be provided with individual QoS levels.

Over the past few years, an enormous amount of research has been conducted
in the area of traffic scheduling. With the advent of the wireline integrated ser-
vice networks, many packet-level traffic scheduling policies have been proposed
for switches/routers in order to meet the requirements of different services[4].
However, the objective of most of these algorithms is to provide strict QoS guar-
antees (i.e., hard QoS) to traffic streams by requiring them to strictly conform
to predetermined traffic profiles. Non-conforming traffic is not guaranteed, and
so could suffer substantial performance degradation, even though over a period
of time the traffic stream may have under-utilized its allocated bandwidth. One
of the biggest challenges for all the schedulers is the reality of unpredictable
workloads.

In wireless multimedia networks it is difficult to predetermine profiles of real-
time traffics; this can lead to degradation of the expected QoS level of the non-
conforming traffic, which may be detrimental to the overall QoS experienced
by the end user. Soft QoS provisioning can be defined as graceful acceptance
of traffic profile violation when excess bandwidth is available, provided that
the session does not exceed its overall reserved bandwidth in the long term. In
wireless networks, soft QoS provisioning can be ideal for scalable multimedia
applications which can tolerate occasional degradation in network performance
due to channel errors[6]. In the following two sections the details of the scheduling
algorithms at the BS and SS will be illustrated.

2.1 Base Station Bandwidth Allocation Architecture

The BS bandwidth allocation architecture consists of connection classifier,
scheduling database module, bandwidth scheduler and MAP generation module.

The connection begins to send out the bandwidth requests after being admit-
ted into the system by the admission control. All connections bandwidth requests
are first classified by the connection classifier according to their connection iden-
tifier (CID) and service type, they are then forwarded to the appropriate queues
at the scheduling database. The scheduler allocates bandwidth to the connec-
tions according to the bandwidth requests retrieved from the queues. Based on
the result of the bandwidth allocation the uplink-MAP (UL-MAP) will be gen-
erated and broadcasted to the SSs.

The following information are kept in our BS scheduling database module
for each active connections in the system: Connection Identifier (CID), traffic
classe (UGS, rtPS, nrtPS, BE), queue length status and time of expiry (TOE)
value. In our proposed BS scheduler architecture, we assume that every BW-
request message transmitted by the SS to the BS, carries the reservation request
information which consist of traffic queue-length status and also time of expiry
(TOE) value of the first packet in the connection traffic queue at the SS. We
take the TOE value of the first packet of each queue into account, as a means of
prioritizing a more urgent BW-requests. A TOE value of the first packet in the
queue represents the amount of time that the scheduler has before allocating a
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bandwidth to this connection. If the scheduler does not allocate a bandwidth to
this connection before a TOE deadline, at least the first packet of this connection
and probably all packets belonging to the same traffic burst, will expire. The BS
updates the TOE and queue length information for each of the connections
whenever it receives a new BW-request from the connections.

In the current draft of the IEEE 802.16 standard [2], BW-request header
quantifies the bandwidth request in the number of bytes that are required by the
corresponding connection. This is a quantity that merely represents the queue
length or changes in queue length. As the queue length is just an indirect measure
of indicating the current traffic demand or load, the sole measure cannot be used
to deal with the QoS requirements, especially for delay-sensitive or loss-sensitive
applications. It needs to be used in combination with some other parameters.
A new QoS management message was proposed in [7], that does not change
any part of the existing IEEE 802.16 standard. A proposed message can carry
various dynamic traffic parameters, thus providing an opportunity for the SS to
transmit more information about the current status of each of its traffic queues.
We have adopted this new management message to improve the QoS support of
the current standard. The followings are the notations that we use throughout
this section:

Buplink: total bandwidth (bps) allocated for uplink transmission
P (t): the remainder of bandwidth at time t
EB(t): the excess bandwidth at time t
Rtotal: aggregated reserved bandwidth for all service classes
L(t): the sum of leftover (bit) bandwidth at time t

Base Station Scheduler. As it is stated before the goal of our BS scheduler
is to provide a soft QoS support for the connections which are admitted into
the system, while maximizing the channel utilization. The proposed scheduling
algorithm reserves a minimum amount of bandwidth (which is changed dynami-
cally) for each class of service during each frame-time, and then distributing the
reserved bandwidth (Rrtps, RnrtpsandRbe) for each class of service among the
corresponding connections of that class. The excess bandwidth (EB(t)) is dis-
tributed among all the connections according to their instantaneous bandwidth
requirements. The distribution of the excess bandwidth among different classes
follows priority logic, from highest to lowest: rtPS, nrtPS and BE. In another
word the procedure boils down into the following two stages:

– Reserved bandwidth of each priority class is distributed among the admit-
ted connections of that class, according to the earliest deadline first with
bandwidth reservation (EDF-BR) scheduling discipline.

– The excess Bandwidth would be allocated to those connections that have
not been granted a part or total of their requested bandwidth.

The excess bandwidth is defined as follows:

Rtotal =
N∑

c=1

Rc , c = {ugs, rtps, nrtps, be} , N = 4 (1)
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P (t) = Buplink − Rtotal (2)

EB(t) = P (t) + L(t) (3)

The EB(t) is comprised of a left over (L(t)) of the reserved bandwidth of each
traffic class, if any, and also the remainder of bandwidth (P (t)). The main pur-
pose of the second round of scheduling is to maximize the system utilization and
to provide soft QoS, by allocating the left over bandwidth of one class of service
to another class of service which currently requiring more bandwidth than its
reserved bandwidth, due to the arrival of traffic in burst.

The BS scheduler follows the IEEE 802.16 policy mechanism in allocating
bandwidth to the UGS connections, which requires the allocation of a fixed
size data grants at periodic intervals. However, the bandwidth allocation to
connections of other classes will be based on the scheduling algorithm EDF-BR
initially proposed as EDF in [8].

The EDF-BR algorithm is carried out in the following four stages:

1. The scheduler first visits each non-empty priority (rtPS, nrtPS, BE) queue
and sorts the BW-requests in the ascending order of their TOE.

2. The scheduler checks the requested data size of the first BW-request packet
in the rtPS queue, if it is less than or equal to Rrtps, the reserved bandwidth
is reduced by the size of the BW-request, and all the connection’s requested
bandwidth is allocated to it. Otherwise, the BW-request is reduced by the
size of Rrtps and the connection’s bandwidth requirement would be partially
allocated to it. This process will be repeated until either the Rrtps is no more
greater than zero or the request queue is empty. In the case that the request
queue is empty but Rrtps is greater than zero, Rrtps will be added to L(t).
When any of the above conditions occurs, the scheduler moves on to serve
the nrtPS request’s queue. After the nrtPS connections being serviced the
scheduler moves on to service the BE request’s queue.

3. The scheduler allocates the excess bandwidth EB(t) to the connections
which have not been serviced in the first round of bandwidth allocation,
starting from the highest priority queue. The scheduler moves to serve the
next priority queue if the EB(t) is greater than zero and also the request’s
queue is not empty.

4. When the bandwidth size to be allocated to each connection is determined,
the allocations in the frame are made such that each SS gets contiguous
allocation opportunities in order to follow the IEEE 802.16 standard that
the bandwidth allocation is per SS not per connection.

While our proposed airlink scheduler follows priority discipline to meet delay
and loss requirements of different classes, it also tries to maintain its fairness by
reserving a minimum amount of bandwidth for each class of service during each
frame time. The values of Rrtps, Rnrtps and Rbe can be adjusted dynamically by
the policy of the admission controller. The admission control policy determines
the maximum and minimum values of these parameters based on the current
traffic load of each class of service.
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2.2 Subscriber Station Scheduler

In the IEEE 802.16 BWA standard, an uplink packet scheduler is located at
the SS, which schedules packets from the connection queues into transmission
opportunities allocated to the SS within each frame. The packet scheduling at
the SS occurs just after the BS allocates the bandwidth to the SS.

At the SS each class of service (UGS, rtPS, nrtPS, BE) is associated with
a delay bound of (Dugs, Drtps, Dnrtps, Dbe ), whenever an incoming packet of
class i arriving at its queue at time t, it is stamped with a TOE of t + Di, and
packets are getting served in an increasing order of their TOE.

The first algorithm, which was developed, employs priority queuing (PQ)
algorithm. The algorithm allocates all allocated bandwidth (Ballocated)to the
first UGS connection. The remaining bandwidth would then pass on to second,
and so on. After UGS connections were looped through, it would move on to
rtPS connections in a similar fashion. After rtPS, then nrtPS and finally BE
connections. The main problem with this scheduler was that it could starve
lower priority connections of bandwidth.

Therefore, more intuitive policing method was introduced. In this method
the scheduler first calculate the packet’s expiry level of each connection’s queue
and accordingly a severity multiplier (β)would be determined for each of them.
Following is the method that we have applied to calculate the β.

Improved Priority Queuing (IPQ): In this method, the scheduler first compute
the weighted average waiting time (Tk) of the existing packets in each connec-
tion’s queue from (4). Weighted average takes into account the overall criticality
of packet’s delay bounds together with the length of queues by giving higher
priority/weight to packets that are pending to expire and in the same situation
the packets in the longer queue are prioritized.

Since we have different priority classes in our system and each of them are asso-
ciated with different delay tolerance, in order to compare a Tk of different classes,
we normalize them into scale of 0 to 1 by dividing the average delay to the maxi-
mum delay tolerance of that class. The smaller the normalized weighted average
waiting time (δk) is, the lower the severity of the packet expiry is at that queue.

dik
denotes the amount of time that packet i waited in the queue k, wik

represent the weight of packet i in queue k, and also nk denotes the total number
of packets waiting to be served at the queue k. Dk indicate the maximum delay
tolerance of queue k.

wik
=

nk − i

nk
(4)

Tk =
∑nk

i=1 dik
wik∑nk

i=1 wik

(5)

δk =
Tk

Dk
(6)

(δk) determines the severity of the packet expiration and accordingly a β will be
assigned against the connection’s service contract rate (ri). Table 1 shows, the
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Table 1. Severity of traffic expiration with bonus multiplier

UGS & rtPS
δk < 0.20 < 0.30 < 0.40 < 0.50 > 0.50
β 0.6 0.65 0.70 0.85 1

BE & nrtPS
δk < 0.25 < 0.50 < 0.6 < 0.75 > 0.75
β 0.4 0.55 0.60 0.70 1

details of the severity multiplier (β) against the δk. We have selected this values
experimentally by running the simulation for number of times, though they can
be determined more deliberately depending on the policy of the service provider.

Once the multiplier is determined, the scheduler would allocate bandwidth
to each connection’s queues first staring with UGS. The connection i would be
allocated bandwidth up to its service contract rate(ri) multiplied by the deter-
mined multiplier (βi). The scheduler would move on to rtPS connections when
all UGS connections were satisfied, and then nrtPS and finally BE connections.
After the first round of bandwidth allocation, if the remaining bandwidth would
be greater than zero the scheduler would allocate the remaining bandwidth to
the queues in the order of their priority like the classic PQ algorithm.

3 Simulation Results

A C-coded event-driven simulator is used to evaluate the performance of the
proposed packet scheduling schemes. Specifically, the MAC layer functionalities
of the SS and the BS were implemented. Since the performance of the scheduling
algorithms are of major concern, we disregard the contention resolution process
among the reservation requests during the contention mode and assume that
the contending SSs can successfully send their reservation requests during this
period. Sufficient amount of buffer is also assumed to be available for each of
the SS’s queues so that no data packet is droped due to buffer overflow. The
uplink and downlink subframes are assumed to be equal. The rtPS traffic is
modeled according to 200Mbps over 1 hour of MPEG-2 VBR stream of Jurassic
Park. For the other classes packet arrival follows Poisson process distribution
with rate different rate λ. packet sizes are drawn from a negative exponential
distribution. The delay requirements and traffic descriptions of different each
classes of service, used in simulation are outlined in Table 2. The performance

Table 2. Traffic Sources Description

Service class UGS rtPS nrtPS BE
Maximum delay (ms) 30 40 1000 3000
Mean PDU size (byte) 52 NA 100 150

Average bandwidth (KBps) 48.8 NA 39.06 36.62
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Fig. 1. Average delay

of the proposed BS and SS schedulers are studied under different traffic load.
Two cases were considered, in the first case the PQ was applied as a SS packet
scheduler , and in the second one the IPQ was used as a SS packet scheduler.
The BS uplink scheduler was EDF-BR for both cases.

Figure 1 shows the average delay of each traffic class when the number of SSs,
and hence the offered load increases. As can be seen, the average delay curves
of UGS class for both case-I and case-II increase smoothly. When the number
of SSs increases to more than 30 (the system becomes overloaded), a slightly
higher delay is provided by the case-II than the case-I, this behavior can be
explained by the way that IPQ calculates the severity multiplier (β) for each
connection. The UGS connections are getting lower (β) than other classes since
their normalized average delay is fairly low. It should be mentioned here that
the provided UGS delay by both case-I and case-II are less than 30ms, which
is the delay tolerance of UGS class. This clearly shows that the BS scheduler
allocates enough bandwidth to the UGS connections in order to meet their QoS
requirement.

When the number of SSs increases from 5 to 40 SSs, the rtPS delay curves of
both case-I and case-II rises from 2.2 ms to almost 12 ms. According to Figure 1,
the nrtPS delay curves increase smoothly when the number of SSs is less that 30.
However, when the system becomes overloaded (e.g., the number of SSs becomes
greater than 30), the delay curves increase sharply. Case-I and case-II provide
almost the same average delay for nrtPS connections and also rtPS connections.
As can be seen in the Figure 1, when the number of SSs is less than 20 the BE
delay curves increase smoothly. The average delay considerably rises when the
number of SSs increases from 20 to 25 but it is still below 40 ms. When the traffic
load increases to more than 25 SSs, the delay rises sharply. When the number
of SSs increases to more than 35 there is not much increase in the BE average
delay curves since most of the incoming packets would be expired before being
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Table 3. Simulation result

Num SSs 5 10 15 20 25 30 35 40
case-I

drop ugs 0 0 0 0 0 0 0 0
drop rtps 0 0 0 0 0.007 0.01 0.02 0.05
drop nrtps 0 0 0 0 0 0 0 0.02
drop be 0 0 0 0 0 0.07 0.33 0.72

case-II
drop ugs 0 0 0 0 0 0 0 0
drop rtps 0 0 0 0 0.002 0.008 0.03 0.07
drop nrtps 0 0 0 0 0 0 0 0.02
drop be 0 0 0 0 0 0.02 0.31 0.70

serviced. It can be clearly seen that the IPQ algorithm significantly reduces the
BE average delay while keeping the other classes average delay almost the same
as PQ algorithms. For instance when the number of SSs is equal to 35 SSs, the
delay of 1530 ms and 2542 ms are obtained for case-II and case-I, respectively.
This is because the IPQ algorithm does not let the BE connection queues to
grow indefinitely since it allocates the bandwidth to each connection’s queue
according to its weighted average waiting time, which is more fair than the PQ
which only considers the priority of the connection.

Table 3 shows the drop rate of different service classes obtained from case-I
and case-II. In both cases and under different traffic loads the UGS drop rate is
zero. This is because the UGS class has the highest priority and BS allocates the
regular transmission opportunity to it. When the system is not overloaded (the
number of SSs less than or equal to 30), IPQ algorithm either reduces the drop
rate of rtPS, nrtPS and BE or keeps it at the same rate as the PQ algorithm
does. This is because the IPQ algorithm accurately measures the packet expiry
level of each connection’s queue and accordingly distribute the bandwidth within
them. However, when the system becomes overloaded the IPQ algorithm provides
slightly higher drop for rtPS connections than PQ, but at the same time it
reduces the BE drop rate. This is because when the system becomes overloaded
all connections queue size grow. Since all the connections have a critical packet
expiry conditions, each of them would be allocated a fair share of bandwidth
by the IPQ algorithm. As a result in the overloaded conditions it prevents the
higher priority classes to starve the lower ones.

4 Conclusion

In this paper, we have presented a new bandwidth allocation algorithm for
IEEE 802.16 BWA. We have also introduced an enhancement to the origi-
nal PQ, namely IPQ and characterized its delay and loss rate in comparison
with original PQ. It was established from the simulation that the IPQ algo-
rithm outperforms the PQ performance by preventing a bandwidth starvation to
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happen. We have also shown the service differentiation, in terms of delay and loss
rate between real-time (served via UGS and rtPS) and non real-time (served via
nrtPS and BE) traffic. The simulation results showed that the proposed solution
could be used to provide QoS support for all types of traffic classes.
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Abstract. The transmission power and position of the primary user in
cognitive radio(CR) is very precious information because these informa-
tion of the primary user determines the spatial resource. This oppor-
tunistic spatial resource is available to secondary users to exploit it. To
find position of the primary user, we try to use existing positioning or
localization schemes based on ranging techniques but those require the
primary user’s transmission. Since most primary users in CR are legacy
system, and there are no beacon protocol to advertise useful information
such as transmission power. Some of existing localization schemes don’t
require the transmission power, but those don’t work in Outer case that
the primary user is out of convex hull of secondary users’ coordinates. We
propose the constrained optimization method to estimate transmission
power and position without the prior information of the transmission
power. Also, we do extensive simulations on two major cases of net-
work deployments to prove that the proposed constrained optimization
method increases performance in mean square error(MSE).

1 Introduction

From the spectrum allocation aspect, the conventional static spectrum allocation
results in low spectrum efficiency considering the increased demand for band-
width. Recently, this problem has encouraged many researchers to investigate a
cognitive radio (CR) as a promising technology to maximize the spectrum uti-
lization. Fundamentally, the CR utilizes radio resources by the following rules:
1) sensing the current spectrum environment and 2) making smart decisions.
Joseph Mitola III[1], a pioneer of CR, introduced the concept of cognition cycle
which consists of radio scene analysis, channel state estimation and prediction,
and action to transmit signal. All of actions in CR are based on the result of
radio scene analysis which analyzes RF stimuli from radio environment and then
identifies white space, position and transmission parameters of primary users or
other systems. From this, radio scene analysis is very important task to apply
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cation), Korea, under the ITRC(Information Technology Research Center) support
program supervised by the IITA(Institute of Information Technology Advancement)”
(IITA-2006-C1090-0603-0015).

T. Vazão, M.M. Freire, and I. Chong (Eds.): ICOIN 2007, LNCS 5200, pp. 719–728, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



720 S. Kim et al.

CR into the wireless communication systems. Moreover, user’s location and its
transmission power for CR can be considered as important parameters to enable
the agile transmission[2]. Thus, one of the challenging issues on CR is how to
identify and analyze a primary user and other systems that coexists with CR.

In this paper, we propose robust and accuracy estimation scheme to capture
the position of users and to find their transmission power. There are many local-
ization schemes in previous works, however we know that most primary users are
users of legacy systems that are not aware of secondary users, so we can’t know
the primary users’ transmission power. This limitation is very critical to localize
primary users, because most previous schemes, which use RSS measurements,
require transmission power of the radio frequency signal. Therefore we proposed
estimation scheme to find both transmission power and its position at the same
time.

The rest of the paper is consisted of follows. Section 2 introduces the related
works about localization and positioning schemes. Section 3 discusses the sys-
tem model and propagation models to use in this paper, and then mentions
measurement models to reduce disturbance of measurements based on propaga-
tion models. Section 4 gives the estimation problem to solve, methodologies to
approach, and description of the proposed scheme. In Section 5, we evaluate the
performances and show the improvements of the proposed scheme. Finally we
summarize our work and conclude in Section 6.

2 Related Works

Many existing localization schemes attempt to solve the problem for estimating
the position of the user. In this section, we classify previous works into two
categories where we present range-based and range-free localization schemes.

Range-based localization schemes are using ranging metric to measure the dis-
tance between users with certain signal type. Schemes using range-based localiza-
tion are divided by signal metrics (AOA: angle of arrival, TOA: time of arrival,
TDOA: time difference of arrival, and RSS: received signal strength). TOA and
TDOA use the propagation time to estimate the distance. AOA is measuring the
angle of signal arrivals to estimate positions. Range-based localization schemes use
above metrics to range between users, and then apply the triangulation method
to estimate the position[6]. We consider estimations using RSS metric, but in CR,
most primary users are legacy systems so we cannot know their transmission pow-
ers. This is the reason to be hard to range in CR system with RSS metric.

Range-free localization schemes doesn’t use signal metric to range, but use
protocol oriented metric such as the number of listened beacons, the hop
count. [3] measures the number of listened beacons and use the implication of
the proximity to estimate positions of users. [4] exploits the relationship between
the hop count and the distance, and then uses the triangulation method. These
approaches have the problem or don’t work when the user to be estimated is out
of the convex hull of anchors(see [7]). Designing positioning method, we must
consider this problem.
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3 System Model

In CR, there are 2-type of users: 1) primary user: an user that has priority to
access spectrum. 2) secondary user: an user that has no or lower priority than
primary users. Figure 1 represents the network configuration for position and
transmission power estimation in CR. In figure 1, primary users are emitting the
signal through air, and the secondary users are receiving the signal from primary
users. A bold dotted line denotes the primary uesr’s signal. Secondary users share
the information of measured RSS values at each user and position of users.
Dotted lines are secondary user’s communications to share the information.

3.1 Assumptions

We devise the proposed scheme under several assumptions. The following items
represent assumptions of this system model.

– Primary users’ transmission powers are unknown.
– Secondary users’ positions are known.
– Secondary users measure the RSS values from primary users.
– There are at least 4 secondary users receiving the signal from the primary

user.
– A shadowing effect to each secondary user is independent.

Under those assumptions, the unknown primary users’ position and transmission
power can be estimated by secondary users.

3.2 Propagation Models

The proposed method uses RSS which is modeled by propagation model, so we
touch on the related propagation model. Firstly, let the real position of the pri-
mary user or object to estimate be [x, y] and the coordinate of the ith secondary

Primary user or 
object to estimate

Secondary user

RF signal

<RSS, Position>

<RSS, Position>

<RSS, Position>

<R
SS, Position>

<R
SS, Position>

Fig. 1. Network Configuration
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user be [xi, yi], i = 1, 2, ..., N , where N is the total number of secondary users
receiving primary user’s signal. We denote di, the distance between the primary
user and the ith secondary user, represented as the following equation.

di =
√

(x − xi)2 + (y − yi)2, i = 1, 2, ..., N (1)

Secondly, we discuss simplified propagation model. The ideal RSS or received
power at the ith secondary user is denoted by P rx

i , is expressed as

P rx
i = RSSi = Ki

P tx

dα
i

, i = 1, 2, ..., N (2)

where P tx is the transmission power of signal emitter, Ki is the rest of all other
factors that affect the received signal power including the antenna gain, antenna
height, and α is the the path-loss exponent. We also deal with the shadowing
effect using log-normal path loss model.

P rx
i = RSSi = Ki

P tx

dα
i Si

, i = 1, 2, ..., N (3)

where Si = 100.1Xi is a Lognormal Random Variable and Xi is a Gaussian
Random Variable with mean = 0, and variance σ2.

3.3 Measurement Model

In this subsection, we describe the measurement model to estimate position
and transmission power of the primary user based on propagation models. The
proposed scheme deals with shadowing effect in propagation. This shadowing
effect causes wide variation in RSS values, thus we model this effect using log-
normal path loss model(3).

RSS values at each users have severe disturbances caused by the shadowing
effect, so we measure a raw RSS values and refine samples data by using sample
mean.

mi(M)[dBm] =

∑M
j=1 RSSi,j[dBm]

M
(4)

where RSSi,j is jth sample RSS value at the ith secondary user in dBm and M
is total number of samples for the unit measurement.

Then, we use an unit measurement model defined as the below equation

ri(M) =
Ki

mi(M)
(5)

where mi(M) sample mean of RSS values at the i-th node and Ki is the propa-
gation factor in (2) and (3). The unit measurement model is based on the sam-
ple mean of RSS values at each node. Those two preprocesses reduce shadow
disturbances of RSS values in (3).
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When the number of samples for the unit measurement is M , the relationship
between the unit measurement and the propagation model(3) is modeled as the
following equation.

ri(M) =
Ki

mi(M)
≈ Ki

RSSi
=

dα
i

P tx
Si, i = 1, 2, ..., N (6)

where Si = 100.1Xi is a Lognormal Random Variable and Xi is a Gaussian
Random Variablethat that denote shadowing effect error at the i-the secondary
user. We use (2) and (3) to analyze and formulate the transmission power and
position estimating problem.

4 Problem Formulation and Methodology

This section is to formulate our estimation problem to solve, and proposed two
schemes to find the solution of that problem. If there are no disturbance in the
measurement, then (3) is expressed by

Ki

RSSi
=

dα
i

P tx
=

[(x − xi)2 + (y − yi)2]
α
2

P tx
, i = 1, 2, ..., N (7)

That means there is no shadowing effect on the RSS measurement. After taking
power 2

α on (7), we get the below derivations

(
Ki

RSSi
)

2
α =

(x − xi)2 + (y − yi)2

(P tx)
2
α

(8)

=
x2 + y2 − 2xxi − 2yyi + x2

i + y2
i

(P tx)
2
α

⇒ x2
i + y2

i = 2xxi + 2yyi + (
Ki

RSSi
)

2
α p − R2, i = 1, 2, ..., N

where R2 = x2 + y2 and p = (P tx)
2
α are intermediate variables in order to

simplify in terms of x, y, R2, and p. (8) hold at each node secondary users,
which are receiving the primary user’s signal. Hence, we can express (8) in a
matrix form

Aθ = b (9)

where A =

⎛
⎜⎜⎜⎜⎜⎝

2x1 2y1
K1

RSS1

2
α −1

2x2 2y2
K2

RSS2

2
α −1

2x3 2y3
K3

RSS3

2
α −1

2x4 2y4
K4

RSS4

2
α −1

⎞
⎟⎟⎟⎟⎟⎠

, θ =

⎛
⎜⎜⎝

x
y
p

R2

⎞
⎟⎟⎠ , and b =

⎛
⎜⎜⎝

x2
1 + y2

1
x2

2 + y2
2

x2
3 + y2

3
x2

4 + y2
4

⎞
⎟⎟⎠

Finally, we formulate the estimation problem and transform the problem into
the matrix form.
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4.1 Least Square Method (LS)

The formulated estimation problem in the matrix form can be solved easily using
least square method to minimize the disturbance caused by shadowing effect in
measurements. Let θ̂ be estimated position and transmission power, then the
solution is computed as the following equation.

θ̂ = arg min(Aθ − b)T(Aθ − b) (10)
= (ATA)−1ATb

Also we can get the solution to better performance with respect to mean square
error (MSE).

4.2 Constrained Optimization Method (RoTPE)

In this subsection, we introduce the constrained and weighted optimization
method to solve (9) with considering disturbances in measurements. We know
that each secondary user has different disturbances caused by different shadow-
ing effects in measurements, but least square method does not consider it. To
consider these differences of measurements at each secondary user, we define the
objective function to minimize mean square error(MSE) plugging a weighting
factor into (10); the proposed scheme use the constraint using the relationship
of the intermediate variable R in (8) and (9).

R2 = x2 + y2 (11)

Thus, all relevant components, objective function and constraints, are collected
to build the constrained optimization problem with weighting factor. The fol-
lowing optimization problem is for estimating transmission power and position
of the primary user.

θ̂ = arg min(Aθ − b)TW(Aθ − b) (12)
subject to

qTθ + θTPθ = 0, where P =

⎛
⎜⎜⎝

1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0

⎞
⎟⎟⎠ , q =

⎛
⎜⎜⎝

0
0
0
−1

⎞
⎟⎟⎠ (13)

We translate (11) to (13) for building the constraint with the matrix form(−R2+
x2 + y2 = 0 ⇒ qTθ + θTPθ = 0). In order to set the weighting matrix W, the
disturbance in the matrix A containing measurements of RSSs at each secondary
user should be studied. First of all, the measurement Ki

RSSi
of (6) with disturbance

can be linearlized using Taylor series as

(
Ki

RSSi
)

2
α = (

dα
i

P tx
Si)

2
α = f(X) = (XSi)

2
α (14)

= f(a) + f ′(a)(X − a) +
1
2!

f ′′(a)(X − a)2 + ...
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≈ (X)
2
α +

2
α

(X)
2
α Si −

2
α

(X)
2
α

≈ (
dα

i

P tx
)

2
α +

2
α

(
dα

i

P tx
)

2
α Si −

2
α

(
dα

i

P tx
)

2
α

where X = dα
i

P tx , a = 1
Si

X . Secondly, we define the disturbance of measurements

as difference between true value( dα
i

P tx ) and estimated value( Ki

RSSi
). This difference

implies the disturbance of the shadowing effect.

εi = (
Ki

RSSi
)

2
α − (

dα
i

P tx
)

2
α ≈ 2

α
(

dα
i

P tx
)

2
α (Si − 1) (15)

The vector form of the disturbance is represented as ε = {εi}. Then the covari-
ance matrix of the disturbance is expressed as

Ψ = E{εεT} = BQB (16)

where B = diag{ 2
α ( dα

1
P tx )

2
α , 2

α ( dα
2

P tx )
2
α , ..., 2

α ( dα
N

P tx )
2
α } and Q = diag{E[(S1 − 1)2],

E[(S2 − 1)2], ..., E[(SN − 1)2]}.
We think that a low value of error covariance implies a high reliability of

measurements. In this implication, the appropriate weighting matrix for (13)
is W = Ψ−1 that is determined by the unknown di and P tx since we can not
measure the unknown di and P tx directly. However measurements of RSSs at
each secondary user imply these unknown variables. Applying the relationship
between RSS values and unknown variables, we get the following equation.

Ψ ≈ B̂QB̂ (17)

where B̂ = diag{ 2
α ( K1

RSS1
)

2
α , 2

α ( K2
RSS2

)
2
α , .., 2

α ( KN

RSSN
)

2
α } ,Q = diag{E[(S1 − 1)2],

E[(S2 − 1)2], ..., E[(SN − 1)2]}
(17) is a result plugging (2) into (16). To set Q, an analysis of Si is a required

step. First of all, we find probability density function(pdf) of Si; after that, the
analysis of pdf for a random variable (Si −1)2; finally, we find mean value of the
random variable (Si − 1)2. Next, we solve the constrained optimization problem
by transforming the original problem into Lagrange dual problem.

L(θ, λ) = (Aθ − b)TΨ−1(Aθ − b) − λ(qTθ + θTPθ) (18)

where λ is Lagrange multiplier. (18) is Lagrangian of the original problem. After
differentiating (18) with respect to θ and λ, the results are the following equations

dL(θ, λ)
dθ

= 2(ATΨ−1A− λP)θ − 2AΨ−1b + λb (19)

dL(θ, λ)
dλ

= qTθ + θTPθ (20)

To satisfy optimal condition, (19) and (20) are zero. Then θ is extracted from
(19) and expressed as the function of λ.

θ̂(λ) = (ATΨ−1A − λP)−1(ATΨ−1b− λ

2
q) (21)



726 S. Kim et al.

Since λ is not yet defined, we plug (21) into (20), and we diagonalize the matrix
(ATΨ−1A)−1P as

(ATΨ−1A)−1P = UΛU−1 (22)

where Λ = diag(γ1, γ2, γ3, γ4) and γi, i = 1, 2, 3, 4 are eigenvalues of (A
TΨ−1A)−1P. Applying (22), we finally find the below equation.

cT(I + λΛ)−1f − λ

2
cT(I + λΛ)−1g + eT(I + λΛ)−1Λ(I + λΛ)−1f (23)

−λ

2
eT(I + λΛ)−1Λ(I + λΛ)−1g − λ

2
cT(I + λΛ)−1Λ(I + λΛ)−1f

+
λ2

4
cT(I + λΛ)−1Λ(I + λΛ)−1g = 0

where cT = qTU = [c1, c2, c3, c4], g = U−1(ATΨ−1A)−1q = [q1,q2, q3, q4]T,
f = U−1(ATΨ−1A)−1AΨ−1b = [f1, f2, f3, f4]T Since the rank of the matrix
(ATΨ−1A)−1P is 2 and this means that two of its eigenvalues are zero, we can
simplify (23) into the equation that has 5-root with respect to λ. We find λ using
the standard root finding method and then check KKT optimality conditions.
These optimality conditions filter infeasible root of the optimization problem.
The estimated θ is computed by applying the feasible λ into (21). Finally, p in
the desired θ must be translated into P tx using P tx = p

α
2 .

5 Performance Evaluation

In this section, we do simulations to evaluate the least square(LS) and the con-
strained optimization method(RoTPE) on MSE. Main factors to effect the per-
formance of schemes are the number of samplings for an unit measurement(M)
and the number of nodes(N) in the localization system. To evaluate robustness
of the proposed scheme, simulations are used the log-normal path loss model
with α = 3, σX = 4, P tx = 1, and Ki = 1, i = 1, 2, ..., N . Network deploy-
ments of secondary users and the primary user are 2 cases whether the primary
user in the convex hull of secondary users or not: 1) Inner case, 2) Outer case.
This because some related works[3][4][7] can estimate the primary user without
RSS-based ranging technique in Inner case of the network deployment, but that
scheme doesn’t work in Outer case of the network deployment. Our proposed
method works well in Inner/Outer cases.

5.1 Inner Case

Inner case of the network deployments has the primary user in the convex hull of
secondary users. We set up positions of secondary users and the primary user at
[110, 260]m, [270, 90]m, [400, 245]m, [260, 400]m, [145, 15]m, [350, 155]m, [130,
380], [365, 345]m, and [240, 210]m respectively. MSEs are computed based on
independent 1000 times of simulations. The left graph of Figure 2 represents MSE
as increasing the number of sampling(M) for an unit measurement with the first
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Fig. 2. Inner Case: MSE over Number of Samplings(Left) and MSE over Number of
Nodes(Right)

4-secondary user in the system(N=4). Our proposed constrained optimization
method (RoTPE) outperforms over standard least square method (LS) with
respect to the mean and standard deviation. The right graph in Figure 2 shows
the performance affected by the number of nodes(N) in the system when the
number of samplings for an unit measurement is 200(M = 200). It also shows the
proposed constrained optimization scheme (RoTPE) has better performance in
accuracy. These results, because the constrained optimization method (RoTPE)
considers the differences in levels of the disturbance at each secondary user.

5.2 Outer Case

In this case, the primary user is out of the convex hull of secondary users’
positions. We set up positions of secondary users and the primary user at [90,
260]m, [240, 110]m, [190, 110]m, [110, 190]m, [140, 280]m, [160, 145]m, [100,
225]m, and [180, 290]m, and [240, 210]m respectively. All the rest configurations
of simulations are the same as Inner case. As results in Figure 3, the improvement
of the constrained optimization method over of the standard method is apparent
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in MSE, and also we know that our proposed scheme (RoTPE) is worked well
in Outer case.

6 Conclusion

The transmission power and position of the primary user in CR is very precious
information because that information of the primary user determines the spatial
resource. To find position of the primary user, we try to use existing positioning
or localization schemes based on ranging techniques but those schemes require
the primary user’s transmission. Since most primary users in CR are legacy sys-
tem, and there are no beacon protocol to advertise useful information such as
transmission power. Some of existing localization schemes need not the trans-
mission power, but those don’t work in Outer case that the primary user is in
out of convex hull of secondary users’ coordinates. We propose the constrained
optimization method to estimate transmission power and position without the
prior information of the transmission power. The proposed scheme use the linear-
lization technique to approximate relationship between RSS measurements and
unknown power and coordinates of the primary user to set weighting factor that
considers the differences of the quality of measurements, and then apply con-
strained optimization method containing appropriate weighting factor. We also
do extensive simulations on different network deployments to prove improvement
of performance in MSE. As a result, our proposed scheme(RoTPE) outperforms
over standard least square(LS) method both in Inner and Outer Case.
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Abstract. Smart devices in the ubiquitous computing environment implement 
service/device discovery protocol that helps discovering each other and the ser-
vices provided. As client device may receive multiple service description mes-
sages, it implements at its MAC layer a collision resolution mechanism to  
resolve the collision of messages. Effectiveness of collision resolution relies on 
the accuracy of detecting collision at the PHY layer. In this paper, we question 
the reliability of the conventional collision detection technique, which inaccu-
racy will affect the completeness of service/device discovery. Our analysis 
shows that capture effect and packet reception failure can cause failure in colli-
sion detection when the conventional technique is used. We suggest a detection 
technique that makes use of Manchester violation test. Implementation and 
evaluation of the proposed technique on some smart devices show its superior-
ity over the conventional approach. 

Keywords: Wireless radio, service/device discovery, concurrent transmissions, 
collision detection and resolution, capture effect, Manchester coding and  
violation.  

1   Introduction 

Ubiquitous computing envisions a world where various computing services run on a 
wide range of devices in our surroundings. Automated discovery of these devices and 
the services they offer will certainly enhance our quality of life and change the 
conventional concept of how service is found and delivered to us. This service/device 
discovery mechanism automates the process of identifying a device and describing the 
service it provides, and if necessary, setting up a connection with it. It involves 
passing discovery message that contains the device identity (ID), description of the 
service it provides, device configuration and connection setup information.  

We are particularly interested in the possible implementation of discovery protocol 
on low-power ‘smart’ devices, which have only limited computing resources, and use 
only low-power radio to communicate over short distance at low data rate. Running 
service/device discovery protocol on these resource-limited devices is challenging. 
Nevertheless, these smart devices are ‘powerful’ in the sense that they are cheap and 
tiny, and thus can be easily tagged with other devices or even daily objects. The 
presence of a large number of smart devices in the surroundings provides us an 
unimaginably intelligent environment which we will benefit from.  
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As a device may receive multiple discovery messages simultaneously, it 
implements at its MAC layer a collision resolution mechanism to resolve the collision 
of messages. Effectiveness of collision resolution relies on the accuracy of detecting 
collision at the PHY layer. In this paper, we raise a question on the reliability of the 
conventional collision detection technique, which inaccuracy will affect the 
completeness of service/device discovery. Our analysis shows that capture effect and 
packet reception failure can cause failure in collision detection when the conventional 
technique is used. We thus suggest a collision detection technique that makes use of 
Manchester violation test, which is different from the conventional one. 
Implementation and evaluation of the proposed technique on some smart devices 
show its superiority over the conventional approach.  

The rest of this paper is organized as follows. Section 2 provides the problem 
analysis which also includes the background study. Section 3 describes how we 
approach the problems. Section 4 describes the implementation of our algorithm, 
experiment setup and procedures, followed by evaluation results. Related works are 
given in Section 5. Finally Section 6 concludes this paper.  

2   Problem Analysis  

2.1   Background 

2.1.1   Service/Device Discovery Methods 
There are two types of discovery method: push-type (or announcement-based) and 
pull-type (or on-demand based) [1]. Following the push-type approach, a service 
provisioning device advertises its service by repeatedly sending out discovery 
message through broadcast announcement. Interested parties gather all kinds of 
advertisements, picking up those that provide desired services for further actions, 
while filtering the unwanted ones. It is the service provider that bears the 
responsibility of getting its message delivered to its targets. A targeted device does 
not put effort in making sure that it receives the discovery message directed to it. On 
the other hand, in a pull-type discovery model, a client device proactively queries for 
desired services. Prospective service providers respond with their respective 
discovery message. However, it is the client’s responsibility to make sure that it 
correctly receives all discovery messages targeted to it. A discovery protocol can be 
designed to support both discovery methods. 

2.1.2   Collision Resolution 
The choice of discovery method affects the design of Medium Access Control (MAC) 
protocol that runs at the lower layer, which governs the access to a shared channel 
from multiple devices. When push-type method is chosen, the MAC protocol 
implemented at the service provisioning devices is mainly a collision avoidance 
mechanism that aims to avoid simultaneous sending of discovery messages which will 
cause message collision at a listening device. Collision causes loss of discovery 
messages, implicating incomplete service/device discovery. When the pull-type 
discovery model is to be followed, in addition to the implementation of collision 
avoidance mechanism at service providers, clients should implement collision 
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resolution mechanism that acts to resolve collision when it occurs. The resolution 
mechanism aims to recover the information lost due to collision, by principally 
requesting those involved in the collision to retransmit their messages. The ultimate 
goal of collision resolution is to allow every conflicting sender to successfully deliver 
its message to its target receiver. Collision resolution scheme, for example, is deployed 
in Radio Frequency Identification (RFID) readers (where it is called anti-collision 
scheme) to resolve collisions arise from RFID tags identification process [2, 3]. 

2.1.3   Collision Detection 
Collision resolution mechanism starts operating whenever collision is detected, and it 
ends after resolving all collisions and no new collision is detected. The activation and 
deactivation of collision resolution mechanism closely relies on the detection of 
collision at the physical (PHY) layer. PHY layer must have function that is capable of 
detecting collision and provides the correct information to the collision resolution 
mechanism. Accuracy of collision detection is very important and becomes our 
concern here.  

How does a low-power radio receiver detect collision? Collision refers to the 
situation where a receiver fails to receive the packet (that contains a message) sent by 
a transmitter due to interference from other simultaneous packet transmissions. The 
receiver can identify such situation (i.e. collision) when it senses the presence of a 
packet transmission, but detects incompleteness in the information that it receives 
(e.g. incorrect packet checksum). In short, conventionally the presence of collision is 
identified when erroneous packet is received. However, the completeness of this logic 
has not been previously questioned. The assumption is that concurrent transmissions 
always result in reception of erroneous packet (at a listening radio). In this paper, we 
reveal that this is not true. 

2.2   Issues 

2.2.1   Capture Effect 
Instead of collision, concurrent transmissions can result in capture, i.e. successful 
reception of the packet that is the strongest among all transmitted packets. The 
‘captured’ packet is received with full integrity i.e. correct checksum.  

While collision is the result of interference induced by other concurrent 
transmissions, capture is the result of receiver’s tolerance against the interference. 
When capture effect prevails, collision goes undetected. Based on this wrong 
indication of the absence of collision, the collision resolution mechanism fails to take 
action to resolve the occurred collision, resulting in incomplete service/device 
discovery.  

Some early works that described about capture effect are [4, 5]. Commonly used in 
the literature to quantify capture effect [4 - 8], capture ratio refers to the minimum 
required signal-to-interference ratio (SIR) for a signal to be successfully received 
despite the presence of other transmissions. When capture ratio is low (i.e. close to 0 
dB), concurrent transmissions result in collision more likely than capture. As the 
capture ratio increases, the trend is reversed that it is more likely to have capture. 
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2.2.2   Packet Reception Failure 
There are collision conditions where receiver fails to receive a packet, not even an 
erroneous one. As a result, it does not sense the collision or even the presence of 
transmissions itself. When this happens, collision resolution mechanism does not 
activate, resulting in incomplete discovery.  

A generic packet reception process is explained as follows. A radio packet is 
preceded by preamble, followed by synchronization (SYNC) bytes, and then data [9]. 
Preamble is usually a series of alternating bit 0 and 1. It informs the presence of a 
packet and allows a listening receiver to achieve bit synchronization with this packet 
transmission. Without achieving bit synchronization, the receiver will not be able to 
correctly identify the first bit of the SYNC byte that follows. Hence, a receiver that is 
yet to receive preamble would keep itself busy in searching for one. After 
successfully receiving preamble, the receiver starts tracing for SYNC bytes in order to 
reach byte synchronization with the packet transmission. After byte synchronization is 
achieved, the receiver is able to correctly identify the first byte of data that follows. 
Without receiving preamble and SYNC bytes, the receiver assumes that whatever that 
has been received is noise. Only after receiving SYNC bytes, the receiver starts 
buffering data bits that follow. There is no point of start buffering without first 
receiving both preamble and SYNC bytes, because synchronization would not have 
been achieved, or there simply is not any packet to be received. After all data bits 
have been buffered, the receiver examines the checksum. Incorrect checksum implies 
collision.  

The problem is that preamble and SYNC bytes can be corrupted because of 
collision or noise. If we follow the conventional collision detection principle, we find 
that only collision that corrupts packet data but not preamble and SYNC bytes can be 
detected. Collision that corrupts preamble and SYNC bytes cannot be detected 
because the receiver cannot even confirm the presence of transmission.  

Noise is another cause of corruption, although it is not related to collision or 
capture. In the case of single packet transmission, even when there are no concurrent 
transmissions that can possibly cause collision, the packet preamble and SYNC bytes 
can be corrupted by noise. As a result, the transmitted packet will not be received, 
giving the same impact of incomplete service/device discovery.  

3   Approach 

This section describes how we approach the presented challenges. An effective 
approach should be able to track down capture and packet reception failure, which 
cause the problems. When either capture or packet reception failure is identified, from 
the perspective of collision resolution scheme it should be counted as a collision. In 
fact, the conventional view on ‘collision detection’ and ‘collision resolution’ should 
be renewed to as follows: Instead of detecting collision, we should make effort to 
detect the presence of concurrent transmissions. Instead of resolving collision, we 
should resolve the conflict arises from concurrent transmissions. Here we introduce 
the use of Manchester violation (MV) test as our approach.  

Manchester coding embeds transmitter’s clock information into the bit stream, 
making synchronous transmission possible [10]. Manchester code requires a signal 
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level transition in the middle of a bit. If such transition is not observed, the 
Manchester coding format is said to be violated. Violation detection is determined by 
how ‘balanced’ a bit looks. A distorted bit is likely to cause a violation. And bit 
distortion is usually a result of noise or interference contributed by other transmission. 
Therefore a violation could serve as a good indication of the presence of concurrent 
transmissions.  

We suggest the following methodology when applying MV test for the purpose of 
detecting concurrent transmissions that result in collision or capture. When there is a 
positive detection, the collision resolution scheme is notified and it will activate. The 
algorithm suggested in the following is to be implemented on the radio receivers of 
client devices that are in search of services following the pull-type discovery 
approach.  

A client broadcasts a query, and allocates a fixed duration to collect the discovery 
messages responded by potential service provisioning devices. Within the duration, if 
preamble and SYNC bytes have been received, all the bits that are received after them 
will be buffered and examined for data integrity through checksum function e.g. 
Cyclic Redundancy Code (CRC) check. Following the conventional collision 
detection technique, if checksum is incorrect, collision is assumed to be the cause and 
the collision resolution scheme will be alerted and activated. However, if the 
checksum is correct, collision is assumed to be absent because a packet has been 
received with complete integrity. No consideration is given to the possibility of 
capture.  

Our approach is different, and it is capable of detecting both collision and capture. 
It requires a listening radio to record the MV status of every data bit (i.e. all bits that 
are received after the preamble and SYNC bytes). Let say the number of violation bits 
in the data part of a packet is Ndata. Ndata = 0 means the received data has not 
experienced distortion i.e. collision is regarded to be absent. On the other hand, Ndata 
> 0 means certain degree of distortion has been experienced due to either interference 
resulted from concurrent transmissions or noise. Regardless of the cause, the 
correctness of the received data is now in doubt. The radio receiver simply assumes 
that collision is present and thus activates the collision resolution scheme.  

As we will show in the Results subsection (Fig. 3), our technique is capable of 
detecting all collisions that are detectable through conventional detection technique. 
On top of that, it can also detect to some extent the capture cases that are not 
detectable through conventional technique. This is one of the reasons the suggested 
technique is considered more superior to the conventional one that relies on checksum 
algorithm.  

On the other hand, if preamble and SYNC bytes have not been received within the 
listening duration, no special action is taken in the conventional packet reception 
process. No consideration has been given to the possibility that collision has actually 
occurred and corrupted the preamble and SYNC bytes. Here we add a mechanism to 
help detecting this. When the radio receiver is listening within a specified duration, it 
examines each received bit for its MV status and records the result. Let say the 
number of violation bits observed within the duration is Nduration. Now when the 
duration is over, and if preamble and SYNC bytes have not been received, Nduration is 
examined. If no transmission has been made within the listening range of a radio 
receiver, not a single Manchester encoded bit would have appeared at the input of 
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Manchester decoder in the receiver, and thus there should be a large number of 
violations (i.e. large Nduration) observed. A reasonable guess is that at least half of the 
total number of received bits could have committed violation. On the other hand, 
when at least one transmission has been made, a series of Manchester encoded bits 
(though some could have been distorted) must have been available at the decoder 
input, and thus a relatively smaller number of violations (i.e. smaller Nduration) are 
expected. If we can determine a threshold level, Nthreshold, that can differentiate 
between Nduration of these two conditions, the algorithm simply includes a comparison 
between Nduration with Nthreshold. If Nduration > Nthreshold, it is assumed that there has been 
no transmission and only noise has been received. However, if Nduration < Nthreshold, the 
algorithm regards the corruption of preamble and SYNC bytes has been due to 
collision or noise. Regardless of the cause, the collision resolution scheme is to be 
activated.  

The following pseudo code represents the methodology we suggest to implement 
on the radio receiver of client device. The lines not in bold letter are the pseudo code 
of a generic packet reception mechanism that is constructed based on 
recommendations given in [11]. Conventional collision detection algorithm is also 
described in these lines. The lines in bold letter represent the algorithm we suggest. 

 
Initial state = PREAMBLE 
begin  
Receive 1 bit 
if (MV is present) 
 Nduration ++ 
Shift the bit value into a shift register 
goto current state 
 

state: PREAMBLE 
if (shift register value = PREAMBLE) 
 Preamble_count ++ 
if (Preamble_count > Requirement)  
 goto SYNC state 
 

state: SYNC 
if (shift register value = SYNC) 
 goto DATA state 
else 
 Error ++ 
if (Error > Tolerance) 
 goto PREAMBLE state 
 

state: DATA 
if (MV is present) 
 Ndata ++ 
if (Packet length is reached) 
 // Packet reception completes 
 Examine Ndata 
 if (Ndata > 0) 
  Detect possible collision 
  Report to collision resolution scheme 
 else if (Ndata = 0) 
  No collision 
 Perform CRC check 
 if (checksum correct) 
  No collision 
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 else if (checksum incorrect) 
  Detect collision  
  Report to collision resolution scheme 

// end of all states 
 
if (End of listening duration is reached) 
 if (Preamble & SYNC not received) 
  Examine Nduration 
  if (Nduration > Nthreshold) 
     No collision 
  else if (Nduration < Nthreshold) 
     Detect possible collision 
     Report to collision resolution scheme 

4   Implementation and Evaluations 

4.1   Implementation 

For the purpose of evaluating our approach, we prepare three units of smart device. 
Each consists of the following main components: a Chipcon CC1000 low-power radio 
transceiver chip [12], which is controlled by PIC18LF4620 low-power microcontroller 
from Microchip [13]. In our following experiments, one of the devices plays the role of 
client which is in search of service, while the other two act as service provisioning 
devices that respond to the client. In order to replicate collision and capture effect, the 
latter two are made to reply simultaneously to every query issued by the client.  

A generic packet transmission and reception mechanism is implemented in the 
form of software that runs on the microcontrollers of these devices. A CRC-16 
checksum algorithm is also implemented in the software, following the guide given in 
[14]. On top of that, we implement our collision detection algorithm on the client 
device.  

The CC1000 transceiver chip comes with MV test feature, where the violation 
status of each received bit is available at one of its pins. In receive mode, CC1000’s 
demodulator passes each received bit and its accompanied MV status to the 
microcontroller for further processing. CC1000 use FSK modulation, and they are set 
to communicate at the rate of 4800 bps.  

A packet is preceded by 4 bytes of preamble, followed by 2 bytes of SYNC, 28 
bytes of data, and finally 2 bytes of CRC checksum, giving a total length of 36 bytes. 
When a packet is received perfectly without its bits experiencing distortion, all the 
received bits will be free from Manchester violation, except the initial few bits of the 
preamble. This is because the synchronization process takes place at preamble and 
before a receiver achieves synchronization with a transmission, the received bits most 
likely violate the Manchester coding format. We are interested in the part of a packet 
that can possibly give Nduration = 0 when an undistorted packet is received, since 
Nduration = 0 clearly indicates the absence of interference. As a result, we choose to 
skip monitoring the MV status of the preamble. In order to do this, we synchronize 
the transmitter and receiver to start transmitting and receiving at the same time. The 
receiver then skips recording the MV status of the first 4 received bytes (which are 
likely to be preamble if there is a transmission). Only the following 32 received bytes 
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(or 256 bits) their MV status are recorded. From these 256 bits, the total number of 
Manchester violating bits gives Nduration.  

After a receiver successfully receives preamble and SYNC bytes, it proceeds 
buffering the 28 bytes of data and 2 bytes of CRC checksum that follow. All these 30 
bytes or 240 bits that are buffered will be examined for their MV status. The total 
number of Manchester violating bits gives Ndata. 

4.2   Experiments 

To replicate collision and capture effect, we do the followings. Upon receiving a 
query message from the client device, the other two devices simultaneously send to 
the client a packet (which should contain the discovery message). Depending on the 
capture ratio, which describes the power relationships between these devices, the 
client device either captures one of the two packets, or the two collide and destroy 
each other and thus the client receives none of them. When capture ratio is high, 
capture effect becomes dominant, and vice versa.  

To produce collision and capture effect in our experiments, we vary the capture 
ratio accordingly. This is done by first fixing the distance between client device and 
one of the other two devices. We then vary the distance of the remaining device from 
the client. As all devices transmit at equal and constant power, the client device 
receives different signal strength from the two devices that are located at different 
distance. To quantify capture ratio, it requires the client’s radio to measure the 
received power from each device’s transmission. The received power can be read out 
from the Received Signal Strength Indicator (RSSI) pin of the CC1000 radio. The 
ratio between the powers received from the two devices gives capture ratio.  
The received power values that have been taken into the calculation of capture ratio 
are the averages over a period of 1 second. Finally, we get a set of locations of all 
three devices, where each set of locations gives different capture ratio. Our 
experiment is repeated over these different sets of locations. For each set of locations, 
the client sends out 500 queries one after another, and thus triggering 500 concurrent 
transmissions from the other two devices, which end up in either collision or capture, 
allowing us to evaluate the effectiveness of our algorithm in detecting them. When the 
receiver in the client fails to receive any packet and Nduration < Nthreshold, it is considered 
as a collision. And if the receiver receives a packet and Ndata > 0, it is also counted as 
a collision.  

4.3   Results 

We are interested to find out a suitable value for Nthreshold. We examine the Nduration 
results of the cases where packet reception has failed due to corrupted preamble and 
SYNC bytes. We have observed 389 such cases for a particular set of devices 
locations that gives capture ratio of 0 dB. From the results we gather, we find that 
Nduration is distributed between 10 and 160 (refer Fig. 1), and it gives a mean value of 
58, out of 256 received bits which we have examined their MV status. Next, we 
examine the Nduration results of the cases where no packet has been transmitted and all 
that the receiver receives is noise. We find that in this condition where only noise is 
received, Nduration is distributed between 130 and 200 (refer Fig. 1), and it gives a  
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Fig. 1. Probability density function of Nduration that belong to two different conditions 

mean value of 165, out of 256 received bits which we have examined their MV status. 
There is therefore an overlapping region (from 130 to 160) between the two 
distributions of Nduration. This implies that if a receiver gets a Nduration value that falls 
within this region, it cannot conclude that whether there has been a collision or not. 
Fortunately, the likeliness of overlapping is actually very small. From Fig. 1, we find 
that a good choice for Nthreshold is 140, i.e. collision is assumed to be present when 
Nduration < 140, and vice versa. By taking Nthreshold as 140, the probability of mistaking 
collision as being absent is only 1.80%, while the probability of mistaking collision as 
being present is as small as 0.26%.  

Next, we are interested to find out the effectiveness of our technique in detecting 
concurrent transmissions that result in collision or capture. Fig. 2 shows the detection 
rate. The cases of packet reception failure with Nduration < Nthreshold, and successful 
packet reception with Ndata > 0, are both counted as ‘Successful detection’. The cases 
of packet reception failure with Nduration > Nthreshold, and successful packet reception 
with Ndata = 0, are both counted as ‘Unsuccessful detection’. With reference to Fig. 2, 
when the capture ratio is low (0 to 1.5 dB), the detection rate is rather high, ranging 
from 76% to 100% (giving an average of 84%). When the capture ratio is high (2 to 4 
dB), the detection rate drops to near zero as the number of undetected captures grows. 
The explanation is that at low capture ratio, concurrent transmissions most likely 
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Fig. 2. Collision detection rate of proposed technique 
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result in collision. And we observe that our technique can detect all the collision 
cases. However, as the capture ratio increases, capture is more likely to become the 
end result of concurrent transmissions, and our technique can detect only cases of 
weak capture but not the severe ones (cf. the conventional technique can detect none 
of capture case). The above results show that capture effect gives a severe impact on 
collision detection, and remains a problem to be resolved.  

Nevertheless, in Fig. 3 we show that our technique is still more superior to the 
conventional one. In the region where capture ratio is low (0 to 1.5 dB), our technique 
is at least twice more effective than the conventional one in terms of collision 
detection rate.  
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Fig. 3. Performance comparison between proposed technique and conventional technique  

5   Related Works 

In the literature, there has been no comprehensive investigation on the reliability of 
collision detection in a radio receiver. The possible problems posed by capture effect 
and packet reception failure have not been previously addressed. Nevertheless, in the 
context of RFID system, [15] did report that capture effect could actually influence the 
number of detectable RFID tags. On the other hand, we have not found any 
experimental work that evaluates the effectiveness of MV test as a means of collision 
detection.  

The work by Whitehouse et al. [16] was related to capture effect and collision 
detection, which is close to ours. They suggest making use of capture effect to help 
detecting collision. Their technique requires the receiver to keep tracing for a second 
set of preamble even after receiving the first one. If a second set exists, the receiver 
drops the reception of the earlier packet, and resynchronizes to the later one. Instead 
of both packets collide and corrupt, at least the later one can be saved. This technique 
is effective if the later packet is relatively stronger than the earlier one, so that capture 
effect is present and can be exploited.  

[17, 18] provided a signal processing viewpoint to the collision detection and 
resolution problem. Nevertheless, signal processing is usually prohibitively high cost 
to low-power radios.  
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6   Conclusion 

In this paper, we raise a question on the reliability of the conventional collision detec-
tion technique that is deployed on radio receiver. We then elaborate on the issues that 
originate from capture effect and packet reception failure. We suggest a different de-
tection technique that is based on the use of MV test. The performance of the pro-
posed technique has been evaluated on some radio devices. The results are promising, 
and they show that the proposed technique outperforms the conventional one.  
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Abstract. This paper proposes an improved algorithm that can replace the ex-
isting algorithms that use the unidirectional link. The proposed algorithm allows 
a first sink node of the unidirectional link to detect the unidirectional link and 
its reverse route and provide information regarding the reverse route to other 
sink nodes, thereby minimizing unnecessary flows and effectively using the 
unidirectional link. This paper also proposes a redirection process that actively 
supports a unidirectional link generated during data transmission to deal with a 
topology change due to the movement of node. Further, this paper proves the 
superiority of the proposed algorithm to the existing algorithms in terms of a 
delay in data transmission and throughput through a simulation in which the 
performance of the proposed algorithm is compared with those of the existing 
algorithms. 

1   Introduction 

Most of Ad Hoc protocols are designed to effectively operate over a bidirectional 
wireless link consisting of homogeneous nodes. However, a unidirectional link arises 
in a real network due to various causes such as the difference in transmission power 
between nodes, collision, and interference (or noise). Effective use of the unidirec-
tional link reduces a transmission path, thereby lessening time required for data 
transmission, a delay in data transmission, and load on intermediate nodes during a 
relay. However, the unidirectional link increases overhead in a routing protocol de-
signed for a bidirectional link, and discontinuity in a network may occur when the 
unidirectional link is not considered during path setup [1] [2]. The various algorithms 

                                                           
 * This research was supported by the MIC (Ministry of Information and Communication), 

Korea, under the (Information Technology Research Center) support program supervised by 
the IITA (Institute of Information Technology Assessment). 

** Corresponding author. 
 



742 J. Choi et al. 

for a unidirectional link have been suggested but they have many defects. For in-
stance, reverse route discovery is not performed on the assumption that a unidirec-
tional link always has a reverse route, or route discovery is performed irrespective of 
whether a reverse route exists. Second, a predetermined detour route is maintained 
through route discovery after a unidirectional link is detected, thereby wasting a lot of 
control packets such as a route request (RREQ) message and a route reply (RREP). 
Lastly, the existing algorithms are applicable to only a unidirectional link detected 
before data transmission node. Therefore, it is difficult to use a unidirectional link 
generated caused by a topology change due to the movement of node [3]. To solve 
these problems and effectively use the unidirectional link, this paper applies the no-
tion of order to the sink nodes that have a unidirectional link relationship with a 
source node so as to allow a first sink node to provide other sink nodes with informa-
tion regarding the reverse route of the unidirectional link. The application of the no-
tion of order draws many advantages. First, routing for a reverse route from each sink 
node to the source node can be skipped. Second, it is possible to prevent unnecessary 
data from being transmitted when a reverse route is not detected. Therefore, it is pos-
sible to allowing a node with the longest battery life to act as a relay node and mini-
mize transmission of control packets of other nodes lastly, it is possible to use a unidi-
rectional link generated due to a topology change during data transmission, using 
redirection. 

Section 2 discusses the characteristics, advantages, and disadvantages of the exist-
ing algorithms designed for a unidirectional link. Section 3 proposes an algorithm that 
detects a unidirectional link, maintains a reverse route of the unidirectional link, and 
solves problems due to a topology change. Section 4 compares the proposed algo-
rithms with the existing algorithms through a simulation. Finally, section 5 provides 
the conclusion of this paper. 

2   Related Works 

A unidirectional link may be detected using a hello message, GPS-based detection, or 
information regarding transmission power. To make a unidirectional link available at 
a data link layer, a reply message, e.g., an acknowledgment, to data sent from a 
transmitter must be transmitted in the reverse route of the unidirectional link. In this 
connection, IP Tunneling [4], replying to the data using a GPS-based variable power 
value, and relaying of a MAC frame in the reverse route have been suggested. 

Information regarding the reverse route of the unidirectional link may be provided 
by using reverse routing to set a predetermined detour route, separately setting a bidi-
rectional route (forward and reverse routes), or using a Reverse Distributed Bellman-
Ford (RDBF) algorithm. 

A sink node detecting a unidirectional link performs routing to set a detour re-
verses to a source node of the unidirectional link, thereby maintaining the reverse 
route. The unidirectional link will be used during subsequent routing for all routes. 
Forward and reverse routes are separately determined. The forward route is detected 
through route discovery from a starting node to a destination node, and then, the  
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reverse route is detected through route discovery from the destination route to the 
starting node. The shortest route from each node to other nodes is computed using the 
RDBF algorithm obtained by changing the existing DBF. Next, each node transmits 
information regarding the shortest route and the address of a first node in the shortest 
route, thereby maintaining the reverse route. Each node periodically transmits an 
update message specifying the shortest route to the other nodes, and guarantees loop 
free using the address of the first node in the shortest route. 

The conventional algorithms have some problems. First, reverse route discovery 
is not considered on the assumption that the unidirectional link always has a re-
verse route. Second, route discovery is performed irrespective of whether the re-
verse route exists. Third, a predetermined detour route is maintained by performing 
route discovery after the unidirectional link is detected, thereby wasting control 
packets such as a RREQ message and a RREP. Lastly, since the conventional algo-
rithms are applicable to only a unidirectional link detected before data transmis-
sion, it is difficult to use a unidirectional link generated by a topology change due 
to the movement of node. 

3   Proposed Algorithm 

The unidirectional link is likely to be generated when nodes have different ranges 
of transmission due to the difference in transmission power. Although nodes have 
similar transmission power, a unidirectional link may also be generated due to 
collision or noise. However, effects of the unidirectional link are regional or tem-
porary in this case, and thus, a network is not greatly affected by such a unidirec-
tional link. Accordingly, this paper will study a unidirectional link caused due to 
the difference in transmission power between nodes. 

 

Fig. 1. A unidirectional link 

Fig.1 illustrates a unidirectional link generated due to the difference in transmis-
sion power between nodes. A plurality of sink nodes may be present with respect to a 
source node of a unidirectional link, which has a high transmission power level. 
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3.1   DRAMA Algorithm 

The existing algorithms require unidirectional link discovery to be performed in 
stages, i.e., an idle stage, before a data transmission stage. Thus, the existing algo-
rithms are difficult to be applied to a unidirectional link detected during data trans-
mission. To solve this problem, this paper proposes a DRAMA (Dynamic Routing for 
Asymmetric link in Mobile Ad hoc network) algorithm that actively supports unidi-
rectional link discovery in the idle stage, and a unidirectional link generated during 
data transmission Stage. Before data transmission, a first sink node detects a reverse 
route of the unidirectional link and provides information regarding the reverse route 
to other sink nodes. Therefore, it is possible to effectively use the unidirectional link 
without routing the reverse route. A topology change is immediately reflected through 
redirection to use a unidirectional link generated even during data trans-mission. 

Detection of Unidirectional Link. During exchange of a hello message, each node 
compares its neighbor list with the neighbor list of a neighbor node to determine 
whether a unidirectional link exists. If a node is not listed in a neighbor's neighbor list, 
it indicates that there is a unidirectional link that uses the neighbor node as a unidirec-
tional source node and the node as a sink node. As shown in Fig. 2, each node com-
pares its neighbor list with a neighbor list given from a neighbor. The neighbor list of 
each node is shown in Table 1. Referring to Table 1, nodes C, D, and E are not listed 
in the neighbor list of node A. Thus, nodes C, D and E have a unidirectional link 
relationship with node A.  

E

A

B

C

D

 

Fig. 2. Topology of unidirectional link 

Table 1. Neighbor List of each node 

NL
Node 

NLA NLB NLC NLD NLE 

A {B} {A,C}    
B {B} {A,C} {A,B,D}   
C {B} {A,C} {A,B,D} {A,C,E}  
D {B}  {A,B,D} {A,C,E} {A,D} 
E {B}   {A,C,E} {A,D} 

NLi : NL of node i 
 

 : NL of itself 

Reverse Route Setup. When a sink node detects a unidirectional link using a  
hello message, the sink node compares its neighbor list with a neighbor list of a  
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unidirectional source node to determine whether a common node exists. The presence 
of the common node proves that the unidirectional link has a reverse route. The sink 
node is referred to as a first sink node. The first sink node broadcasts a Link_info 
message specifying the source node of the unidirectional link and the order of the first 
sink to inform the source node and other sink nodes of the reverse route. Table 1 
shows that node B, which is a common node, is listed in both the neighbor list of node 
C and the neighbor list of source node A of the unidirectional link, and node C is a 
first sink node. Node C creates a Link_info message and broadcasts it to neighbor 
nodes. 
Processing of Link_info Message. When an intermediate node adjacent to a source 
node receives the Link_info message, the intermediate node recognizes a reverse 
route of a unidirectional link and rebroadcasts the Link_info message to act as a relay 
node.  In this case, priority for transmitting the Link_info message is given to only 
one node to prevent all intermediate nodes from broadcasting the Link_info message. 
A sink node receiving the Link_info message updates information regarding the re-
verse node and compares a neighbor list of a source node with a neighbor list of each 
of neighbor nodes. When a first node is listed in the neighbor list of a second node but 
the second node is not listed in the neighbor list of the first node, the first and second 
nodes have a unidirectional link relationship. When detecting a sink node that is a 
next hop neighbor having the unidirectional link relationship with the sink node, the 
Link_info message is broadcasted again. In this case, information regarding the order 
of a sink node transmitting the Link_info message is included within the Link_info 
message. Each of the other sink nodes receives the Link_info message only when the 
order of the sink node transmitting this message is smaller than its order. The above 
process is repeated until a final sink node receives the Link_info message. In this 
way, all sink nodes having the unidirectional link relationship to the source node can 
recognize the reverse route.  

Link_info Message with Priority. A plurality of intermediate nodes or sink nodes, 
each transmitting the Link_info message to an adjacent sink node, may be present 
over a unidirectional link. In this case, the performance of a network is lowered when 
all the nodes relay the Link_info message, and broadcasting flooding may occur when 
the Link_info message is transmitted using multi-hop path. 

Accordingly, the back-off time is changed using formula (1) to reduce overall 
overhead by minimizing unnecessary flows and allow a node with a high battery life 
to act as an intermediate node. That is, the existing back-off time is determined ac-
cording to the battery cost of each node, thereby increasing a probability that a node 
with a high battery life would transmit the Link_info message. 

Back_offTimeUni = Ri x Back_off( ) 

* Ri = 1 / Ci        

Ri: battery cost at node I 
Ci: node i's residual battery capacity 

* Backoff ( ) = Random ( ) x Slot Time 

(1) 

An intermediate node with the highest battery life over unidirectional link transmits 
the Link_info message, and intermediate nodes that transmit the Link_info message 
determine the reverse route. 
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The process of detecting a unidirectional link and a reverse route thereof over an 
Ad hoc network and processing a Link_info message is illustrated in the flowchart of 
Fig. 3. As shown in Fig. 3, ① indicates a process of detecting the unidirectional link. 
② indicates a process in which a first sink node detects the reverse route of the unidi-
rectional link from a sink node to a source node. ③ indicates a process in which when 
a node being not located over the unidirectional link receives the Link_info message, 
the node acts as a relay node in the reverse route, as an intermediate node between a 
sink node and the source node. ④ indicates a case where a sink node, which is not a 
first sink, receives the Link_info message. ⑤ indicates a process in which the node 
illustrated in ④ determines whether there is an additional sink node and transmits the 
Link_info message to the detected additional sink node if any. 

Read HELLO message

For all noes V

C ∉ NLV

Set src_node = V
Set sink_node = C

NLsrc ∩ NLsink != Φ

Update reverse route
Broadcast Link_Infosink1

⑤

①

②

(relay node)
Received Link_info?

Random Backoffuni
reBroadcast Link_Info

(other sink node)
Received Link_Info?

Update reverse route

For node W ∈ NLC,

W ∉ NLV &&V ∈NLW

Random Backoffuni
reBroadcast Link_Info

③

④

Y

Y

N

N

YY

Y

Y

 

Fig. 3. Flowchart of detecting a unidirectional link and a reverse route 

Redirection. The existing algorithms that support a unidirectional link are used to 
detect the unidirectional link and perform reverse route discovery before data 
transmission, but are applied to only the detected unidirectional links during data 
transmission. Thus, the existing algorithms are improper to deal with a dynamic 
topology change since they do not consider a unidirectional link being not detected 
before data transmission or being generated due to the movement of node. To actively 
deal with the dynamic topology change, it is required to detect and use a newly 
generated unidirectional link even during data transmission. Therefore, this paper 
proposes redirection to detect and use a unidirectional link even during data 
transmission.  

If a high-power node moves around a node that is transmitting data, the high-power 
node overhears transmission of data of neighbor nodes. When transmission of data of 
first and last nodes is overheard, the high-power node determines them as target 
nodes, and broadcasts a redirect message for redirection to the target nodes. The first 
node receiving the redirect message determines the high-power node as a next node 
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for subsequent data transmission. A sink node overhearing the redirect message 
transmits the Link_info message to use a unidirectional link. 

Fig. 4 illustrates a redirection process. Node G with a high power level moves 
around node A that is transmitting data to node F. It overhears transmission of data of 
first node B and last node D and transmits the redirect message to first and last nodes 
B and D. During the transmission of the redirect message, node E also overhears the 
redirect message, and realizes that it is also a sink node over a unidirectional link. If 
node E was over a bidirectional link, a last node that node G detected should have 
been node E, not node D. Node E sends the Link_info message to node G, which is a 
source node of the unidirectional link. Node G uses the unidirectional link for subse-
quent transmission of data. 

 

Fig. 4. A redirection process 

4   Performance Evaluation and Analysis 

4.1   Simulation Environment 

We carry out simulation for the performance evaluation in which proposed DRAMA 
is applied to the AODV protocol [4], which is a representative routing protocol. Note 
that DRAMA is independent of underlying routing protocols. In the AODV protocol, 
a desired route is obtained through route discovery and maintained while the route 
maintenance procedure is performed. If the route is not further used, use of the 
AODV protocol is completed. Whether nodes are connected to a network is deter-
mined by broadcasting a control message. It is possible to detect neighbor nodes by 
broadcasting the control message, similarly to when broadcasting the hello message. 
When no control message is broadcast for a predetermined time, a connection to the 
network is maintained by broadcasting the hello message to the neighbor nodes. To 
transmit data to the destination node, the transmitting node begins route discovery by 
broadcasting an RREQ message. An intermediate node receiving the RREQ message 
records the reverse route toward the transmitting node, and rebroadcasts the RREQ 
message. An intermediate node, which contains the latest information regarding a 
route to a target node or the destination node, receives the RREQ message, produces a 
RREP, and unicasts the RREP to the originator following a reverse route determined 
based on the RREQ message. While the RREP is transmitted, a forward route to the 
destination node is determined. After sending the RREP to the originator, a routing 
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table is updated and data transmission begins.  If two or more RREPs are sent to the 
originator, a shorter one of two routes to the destination node is chosen. 

In the simulation, QualNet 3.7 manufactured by Scalable Network Technologies 
(SNT) was used as a simulator. 100 nodes were uniformly distributed in an area of 
1500×1500m, low-power nodes were moved at a maximum speed of 10m/s, and high-
power nodes were moved at a maximum speed of 20m/s. Also, it was assumed that 
the high-power nodes assume 30% of the 100 nodes, i.e., 30 high-power nodes are 
present in the area. The simulation was performed for 400 seconds while changing an 
originator and a target node at intervals of 100 seconds to generate 512-byte CBR 
traffic per second. 

Table 2. Simulation parameters 

Radio propagation  Two ray Ground (1/r4) 
MAC layer 802.11b DCF mode 
Network layer AODV, Mobile IP 
Mobility model Random way-point model 
Traffic TCP, CBR 
Antenna Omni direction 
Protocol AODV 
Simulation time 400s 

4.2   Evaluation of Performance 

Throughput and End-to-End Delay. The throughputs of the existing and proposed 
algorithms were measured for 400 seconds while changing the transmitting and 
destination nodes at intervals of 100 seconds to generate 512-byte CBR traffic per 
second. The graph of Fig. 5 shows that the throughputs of the existing and proposed 
algorithms supporting the unidirectional link are greater than that of an algorithm for 
a bidirectional link. In particular, the throughput of the proposed algorithm is the 
highest. This is because the existing algorithms can be applied to only unidirectional 
links detected before data transmission, whereas the proposed algorithm can be 
applied to even a unidirectional link generated due to the movement of node during 
data transmission. 
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Fig. 5. Throughputs 
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Fig. 6. Average end-to-end delay 

As shown in Fig. 6, end-to-end delays in the algorithms for the unidirectional link 
are less than that in the algorithm for the bidirectional link. Further, as described 
above, the proposed algorithm can reduce and constantly maintain an end-to-end 
delay through redirection, compared to the existing algorithms. 

Energy Consumption. In general, a high-power node requires more energy than a 
low-power node, but it can be consistently supplied with sufficient power from a 
vehicle or a portable device. In contrast, the low-power node receives the restricted 
amount of power from a portable battery. Therefore, much attention has been paid to 
effectively operating the low-power node with less energy. Accordingly, the amounts 
of battery power consumed by only low-power nodes for the respective algorithms 
were measured to evaluate the performances of the algorithms. 
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Fig. 7. Energy Consumption 

Fig. 7 illustrates that a route (hop counts) required for data transmission over a 
network for a bidirectional link is greater than over a network for a unidirectional link 
on the average. Also, load on intermediate nodes over the network for the bidirec-
tional link is more than over the network for the unidirectional link. Therefore, energy 
consumption of the low-power node over the bidirectional link is greater than over the 
unidirectional link. Also, DRAMA suggested in the proposed algorithm performs 
redirection to use an additional unidirectional link during data transmission, thereby 
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lowering load on low-power nodes. Accordingly, the proposed algorithm requires less 
energy than the existing algorithms. 

5   Conclusions 

The existing algorithms that support a unidirectional link over a mobile Ad Hoc net-
work perform routing to set a reverse route of the unidirectional link, thereby causing 
excessive flooding of control packets. Further, the existing algorithms can be applied 
to only stages to be performed prior to data transmission. That is, the existing algo-
rithms have been designed not in consideration of a unidirectional link generated 
during data transmission, and thus, it is impossible to immediately deal with problems 
due to a dynamic topology change. To solve this problem, this paper has proposed 
methods of effectively detecting a unidirectional link before data transmission and 
using a unidirectional link generated during data transmission. 

The above simulation revealed that the throughput of the proposed algorithm was 
about 1.2 times higher than those of the existing algorithms and an end-to-end delay 
in the proposed algorithm was about twice lower than in the existing algorithms. Also, 
the proposed algorithm reduces energy consumption of a low-power node that experi-
ences a restriction to battery power or a storage capacity, thereby increasing the life-
time of node and the connectivity of network. 

However, both the existing and proposed algorithms require control packets to be 
transmitted periodically for detection of a unidirectional link. Therefore, a method of 
reducing overhead caused by periodical transmission of control packets must be in-
vestigated further. 
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Abstract. In this work, we present a power efficient QoS routing algorithm for 
multimedia services over mobile ad hoc networks. Generally, multimedia ser-
vices need various quality of service over the network according to their charac-
teristics and applications but it is not easy to guarantee quality of service over 
mobile ad hoc networks since the resources are very limited and time-varying. 
Furthermore only a limited power is available at mobile nodes, which makes 
the problem more challenging. Now, we propose an effective routing algorithm 
over mobile ad hoc networks that provide the stable end-to-end quality of ser-
vice with the minimum total transmission power consumption.   

Keywords: Mobile ad hoc networks, Power-efficient, Multimedia, QoS Rout-
ing, IEEE 802.11.  

1   Introduction  

Mobile ad hoc networking technology has recently gained a large amount of interest 
and demand. However, there are many problems to be successfully deployed in the 
field, e.g. the network topology must be dynamically maintained because links may 
be unstable due to the random movement of mobile nodes, and the resources such as 
battery power, radio propagation range and bandwidth etc. must be efficiently man-
aged since they are very limited. Especially, it is a challenging problem to support 
multimedia services over mobile ad hoc networks since the stringent QoS (quality of 
service) is required.  

In general, multimedia data requires diverse QoS (e.g. delay, jitter, loss rate and 
bandwidth) considering their characteristics and applications. So far, some effective 
QoS routing algorithms have been proposed in [1, 2, 3]. But, most of existing QoS 
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routing algorithms suffer from disadvantages of routing overhead and power effi-
ciency because each node periodically sends a hello packet to know network state 
information. And power-aware QoS routing protocols [4] have been proposed, but 
these protocols don’t consider both the delay-constraint and the transmission power-
level control at the same time.  

In this work, we propose a power efficient QoS routing algorithm for multimedia 
services over mobile ad hoc networks. The goal of the proposed algorithm is to pro-
vide more stable end-to-end QoS required for media services with the minimum total 
battery power consumption at mobile nodes. There are several unique features of the 
proposed algorithm to achieve the goal. First, we provide the required bandwidth by 
guaranteeing the received power level over every hop and fast prune links not to 
promise the power level to avoid the unnecessary computational complexity. Second, 
the proposed on-demand algorithm is designed to work in a distributed way with a 
small amount of flooding packets. Third, route maintenance mechanism is presented 
to reduce delay jitter to support stable QoS. And, the load-balancing problem is im-
plicitly considered. The remaining of this work is organized as follows. IEEE 802.11 
is briefly reviewed in Section 2, the proposed routing algorithm is presented in Sec-
tion 3, experimental results are provided in Section 4, and the concluding remarks are 
given in Section 5.  

2   Review of IEEE 802.11 b/g  

Lately, WLAN (wireless local area networks) is becoming increasingly popular and 
IEEE 802.11 standards are widely employed as the wireless MAC protocol. In the 
case of IEEE 802.11, multi-rate service is provided by changing the modulation 
method based on the received power strength at the receiver [5, 6]. For example, 
IEEE 802.11 b/g changes its modulation scheme based on the received power strength 
to support multi-rates. The 802.11b standard provides data rates of up to 11Mbps and 
the 802.11g provides optional data rates of up to 54Mbps. The delay at a node is ap-
proximately the sum of queuing delay and transmission delay under the assumption 
that the processing delay is negligible since the routing table size of the proposed al-
gorithm is relatively very small, i.e.  

DNk ( )  j = DN
T
k

( )j + DN
Q
k

( )j ,
 (1) 

where DN
Q ( )j
k  and DN

T ( )j
k  are the queuing delay and the transmission delay of the j

th 

packet at node N
k 

, respectively. Model-based approach is adopted for queuing delay 

DN
Q ( )j
k  to reduce the control overhead. The MAC model of IEEE 802.11 is M/G/1 

queuing system using stop-and-wait ARQ [5, 7]. Now, the average transmission delay 
at node N

k 
 is calculated by  

RTT
DN
T
k

( )j = 
1− p

j ,
 

(2) 

where RTT 
j 
is the round-trip time between a sender and a receiver and determined by 

[5, 6, 8]. 
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RTTj = (DIFS + 3SIFS + BO +TRTS +T +TDATA +TACK )×10−6 sCTS

8L
= (1542 + DATA_MAC )×10−6 s ,

RDATA  

(3) 

where DIFS is the distributed inter-frame space, SIFS is the short inter-frame space, 
BO is the average of back off time, T

RTS 
, T

CTS 
, T

DATA 
, and T

ACK 
are the transmission 

time of RTS, CTS, DATA, and ACK packet, respectively, L
DATA_ MAC 

is the data length 

of the MAC layer’s packet, and R
DATA 

is the transmission rate. And p is the probability 

that the packet is lost, which is calculated by  

p = −  −  1 (1 pACC ) (1 pCTS ) (1∗ −  pACK ) ,∗ −  (4) 

where p
ACC 

is the probability of channel access failure, p
CTS 

is the probability of event 

that CTS packet has not returned after sending RTS packet, and p
ACK

 is the probability 

of event  that ACK packet has not arrived after sending data packet. And the queuing 
delay at node N

k 
is determined by Pollazcek-Khinchin formula [7] under the assump-

tion that packets arrives according to Poisson process with rate µ. That is,  

µ ⋅ +1 p RTT⋅( ) 2
.Q jD ( )j = 

( − p)(1 p µ RTTj )Nk 2 1 − − ⋅   
(5) 

3   The Proposed Power Efficient QoS Routing Algorithm  

Now, we present a routing algorithm over mobile ad hoc networks to provide the QoS 
required for multimedia services with the minimum total transmission power con-
sumption. First of all, we make the following assumptions.  

1. The multi-rate service is supported at every node and each node can dynamically 
control its transmission power.  

2. Neighborhood is commutative, i.e. if node A can hear B, then node B can hear A.  
3. Packets in the queue are serviced in FCFS (first-come-first-service) at each node. 

For the stable multimedia service, the channel bandwidth at every hop must be larger 
than the minimum bandwidth (BW

min
) required for the media service as a necessary 

condition and end-to-end delay must be less than the tolerable maximum delay (D
max

) 

at the same time. Actually, BW
min

is provided over a hop along the route if the received 

power strength is guaranteed and modulation method is automatically determined 
based on the received power strength at the physical layer. However, BW

min
may not 

be guaranteed for a connection because it is shared among multiple connections. Thus 
we need to consider both bandwidth and delay constraints over the link simultane-
ously. In the work, route includes both the intermediate nodes and their transmission 
power level information. Now, we formulate the given problem as follows.  
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Problem Formulation: Determine the route between a source and a destination to 
minimize the following cost function  

,P α max{ N( )  k− _ tx + ⋅  {Pmedia _ min − PN _ rx , 0}}
Nk∈Ri

1 k

subject to DRi ≤ Dmax  

(6) 

where R
i 
is a route between a source and a destination, N

k
 is the k

th 
node along the 

route R
i
 (N

0 
denotes the source), αis a constant, 

( ) _ txPN k−1  
is the transmission power  

strength at the (k −1)
th 

 node, P
Nk _ rx 

is the received power strength at the k
th

 node, P is 

the minimum received power strength at the receiver to guarantee BW , media _min 
min D

max
is the tolerable maximum delay for the media, and D

Ri 
, the end-to-end delay 

along the route R
i 
, is defined by  

n
,DR = 1 DR ( )j

i i
j n M +1M = −   

(7)

DR ( )j = DN ( )j ,
i k

Nk∈Ri  (8)

where n is the last received packet number, M is the window length for calculating 
end-to-end delay (M is related to buffering delay of media, i.e. real-time media gener-
ally requires smaller M than non-real-time media), D ( )jRi  and D ( )jNk

 are the end-to-

end delay along the route R
i 
and the delay at the node N

k
 for the j

th
 packet. When α is 

set to a large value, links that do not promise the required P
media _min 

are excluded from 

the route candidate, which means that the bandwidth constraint is used to fast prune 
routes that do not satisfy the bandwidth requirement while searching the optimal 
route. And, this problem implicitly considers the load balancing because it searches 
for another route to meet the delay requirement if a node is overloaded and thus the 
delay of packets passing the node is increased.  

3.1   Fast Route Discovery Mechanism  

To obtain the optimal solution of the above constrained problem, Lagrange multiplier 
method is adopted, that is, penalty function is defined by combining the cost function 
and the delay constraint, and the optimal route is obtained by minimizing this penalty 
function as follows.  

* = arg minC R( ) ,R
R i
i

i = P α P − P ,0}} λ ⋅DC R( )  { N(  )  −1 _ tx + ⋅  max{ media _ min Nk _ rx + R ,
k i

k∈ iN R  

(9)

where λ is the Lagrange multiplier. In this case, full search is needed to get the opti-
mal solution and a huge number of flooding packets are required because every link 
with the power larger than P media _min  must be broadcasted. Thus, the above equation is 
simplified as follows to reduce the amount of flooding packets. Each intermediate 
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node calculates the penalty function of interim routes between the source and itself 
(actually, it is the sub-vector of the route between the source and the destination), and 
determines the interim route with the minimum cost. That is,  

= arg min ( )Rs
*
ub C R ,

,
R sub j
sub j,  

(10)

where 
,Rsub j is the j

th
interim route between the source and an intermediate node. Now, 

only an interim route Rs
*
ub is broadcasted to the next nodes. Hence, a route between the 

source and the destination is obtained by minimizing ,( )C Rsub j  at each node with a 

small amount of flooding packets at the cost of performance. Now, the detail proce-
dure of the route discovery mechanism is presented with the current λ, and then λ is 
adjusted by bisection method for the fast convergence.  

Step 1: Broadcast RREQ packet  
A source inserts its address, λ, Pinit _ tx and Pmedia _ min to RREQ packet as well as the tra-
ditional routing information for loop-free such as a source address, a destination ad-
dress, a broadcast ID and etc. and broadcasts it to neighbors with the  maximum 
power level Pinit _ tx. Every node received the RREQ packet calculates the distance us-
ing Pinit _ tx, the received power strength at the link layer, and the power model. And 
then the node decides the transmission power level range of the previous node to 
guarantee Pmedia _ min, and the corresponding delay values at a node are estimated based 
the delay model. Now, the optimal power level PN( )k−1 tx_  is determined to minimize 

,( )C Rsub j  in the transmission power level range. The node remembers the address and  

the optimal power level of the previous node and updates RREQ packet. The updated 
RREQ packet with Rs

*
ub is broadcasted with its own initial maximum power level and 

the other RREQ packets are discarded.  

Step 2: Destination-driven Route Determining Process  
When the destination node decides the optimal route, it sends back RREP packet to 
the source along the determined route. RREP packet contains the power level of the 
previous node. When RREP packet arrives at an intermediate node, each node updates 
its routing table by investigating RREP packet. By the way, an intermediate node may 
be included in the different routes simultaneously and thus a routing table must keep 
the connection information (i.e. source address, source’s port number, destination 
address, and destination’s port number) of data packets.  

Step 3: Transmit Data Packet by using Node’s Route Table  
When a data packet arrives, each node recognizes its connection information and 
searches for the transmission power level in the routing table. Then, data packets are 
forwarded to the next hop by the power level.  

Step 4: Adjust λ by Bisection Method  
We consider how to dynamically determine λ to satisfy the required bandwidth and 
the delay constraint with the minimum power consumption over mobile ad hoc net-
works. In this work, bisection method is adopted for the fast convergence of λ. First 
of all, λ is set to a large value to make sure that the delay is less than D

max
, and λ is 

updated based on the bisection method. By the way, it is difficult to measure the  
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end-to-end delay when UDP is employed for multimedia data delivery because ACK 
packets are not used. Thus, the source inserts time information into data packets (i.e. 
IP Header Extension) and the destination puts time information of the received pack-
ets into a control packet (or a RTT packet) and periodically sends back the RTT 
packet to the source. Consequently, the source can estimate the end-to-end delay us-
ing the RTT packet. If the observed end-to-end delay is between D

max
 and D

under_th
, 

then the route is retained. Otherwise the source performs the route discovery process 
again with the updated λ. As λ becomes larger, the delay constraint and load balanc-
ing becomes more stringent.  

3.2   Predictive Route Maintenance Reducing Delay Jitter 

Although the above fast route discovery mechanism works well for non-real-time 
application, it is observed during the experiment that it is not sufficient for real-time 
media since delay jitter caused by link failure may seriously degrade the media ser-
vice. When link failure occurs, a large delay is inevitable to find a new route. Even 
though several alternative routes are stored in the routing table, it is not guaranteed 
that they are still alive. It may sometimes cause even larger delay. Thus, we need to 
predict node’s mobility to reduce the link failures. Some effective algorithms have 
been proposed to search for the stable route and predict link failures [9, 10]. Most of 
them use hello packets, which can provide the stable route at the cost of the increased 
routing overhead. For example, RABR (route-lifetime assessment based routing) [9] 
sends a hello packet periodically to check link stability. Preemptive route mainte-
nance algorithms have been proposed to avoid actual link failure in [10].  

In this work, we consider a simple but effective measurement-based predictive 
route maintenance mechanism to reduce the delay jitter. In the proposed algorithm, 
each node monitors the received power continuously during data packet transmission 
to predict link failures without additional overhead. It is reasonable for multimedia 
service because multimedia data packets are in general transmitted continuously and 
periodically. Now, we adopt the linear prediction method to estimate the power level 
as follows.  

( )  
logPt − logPt ( curr ) 

curr

curr prev ,logP t̂ = t̂ − t + logPtt − tcurr prev  
(11) 

where t̂  is the estimated arriving time of the next packet, Ptprev and Ptcurr are power levels 

when receiving packets at t prev and t curr, respectively (t prev <tcurr <t̂ ). When P( )t̂  is less 

than a threshold value (i.e. the link failure is expected soon), the intermediate receiver 
node notifies it to the source and a new route is established before the actual link fail-
ure occurs. As a result, we can decrease the delay jitter. That is, If P( )t̂  <P

th 
, then the 

intermediate receiver node sends a warning message packet to the source and then 

another route is searched, where Pth =+∆⋅(1 )Pmedia_min and ∆ is a positive real num-
ber. As ∆becomes larger, the more stable route is found at the expense of power  
efficiency.  
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4   Experiment Results  

During the experiment, NS-2 is employed and Orinoco datasheet [11] is used to de-
termine multi-rate throughput. Two-ray ground reflection power model is adopted for 
wireless channel since it has been found to be reasonably accurate for predicting the 
large scale signal strength over distances of several kilometers for mobile radio sys-
tems and NS-2 supports. And log-distance path loss model is employed to determine 
the required transmission power at each node so that the uncertainty of wireless chan-
nel are somewhat considered.  

The shortest path algorithms such as AODV [12] and DSR [13] are used for the 
performance comparison, and they are also implemented to select their multi-rate by 
using RBAR (receiver-based auto-rate) protocol [14] for more fair performance com-
parison.  End-to-end delay (average delay and delay jitter), total power, routing over-
head and throughput are employed as performance measures. Routing overhead is 
defined by the number of routing packets transmitted per data packet delivered at the 
destination and throughput is a ratio of the data packets delivered to the destination to 
those generated by the sources. During the experiment, BW min , Dunder_th

, M and Dmax 
are set to 1Mbps, 17 ms, 1 and 20 ms, respectively.  

4.1   Proposed Fast Route Discovery Mechanism  

Now, 30 nodes are randomly located in 500m*150m square and the simulation is per-
formed for 300 seconds. We examine general case that nodes are moving [0, 5m/s] by 
random-way point model. Multiple source-destination pairs want to communicate 
each other: 15 connection pairs are tested. It is assumed that every source sends four 
packets per second whose size is 512 bytes. Almost the same phenomena are ob-
served in the Figure 1, that is, delay decreases as λ becomes larger, vice versa. In 
terms of power, the proposed algorithm show better performance than DSR and 
AODV for all λ, but the gain decreases as λ becomes larger. One reason is that the 
path with a low end-to-end delay is selected when some of nodes is overloaded if λ 
becomes larger. 
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Fig. 1. Performance comparison with DSR and AODV in the case of multiple moving nodes 
when number of sources is 15: (a) average delay and (b) power ratio 
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4.2   Predictive Route Maintenance Mechanism  

The performance of the proposed algorithm without predictive route maintenance 
mechanism is presented in Figure 2. In this figure, nodes start to move after 30 second 
to show the λ adaptation process. The first large delay is due to the initial route dis-
covery process. As shown in (a) of Figure 2, the delay jitter is relatively small in the 
case of no mobility, which is caused by queuing delay and transmission delay at the 
node. However, the delay jitter becomes extremely larger because of link failures 
when nodes dynamically moving as shown in (b) of Figure 2. In fact, it is almost im-
possible to support the smooth real-time media through the channel. Now, two exam-
ples of the proposed predictive route maintenance mechanism with different ∆values 
are given in Figure 3 and the overall performance is summarized in Figure 4. Delay  
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Fig. 2. Performance of the proposed algorithm without predictive route maintenance when 
number of sources is 5: (a) delay of no mobility case, (b) power of no mobility, (c) delay of 
moving node case, and (d) power of moving node case 
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Fig. 4. Throughput and routing overhead comparison with DSR and AODV in the case of mul-
tiple moving sources: (a) throughput and (b) routing overhead 

jitter is obviously reduced for the larger ∆ as shown (a) and (b) in Figure 3. The rea-
son is that the route discovery process is executed before the actual link failure oc-
curs. In terms of routing overhead and throughput, the performance comparison is 
provided in Figure 4. As shown in (a) and (b) of the figure, the proposed algorithm 
presents better throughput at the cost of higher routing overhead compared with DSR 
and AODV. As a result, the proposed algorithm with prediction provides much more 
stable route for real-time media delivery at the price of higher routing overhead.  
We need intelligently adjusting ∆ based on the node’s mobility to improve the  
performance.  

5   Conclusion  

We have presented an effective routing algorithm to support various QoS over mobile 
ad hoc networks in terms of bandwidth, delay and delay jitter with the minimum total 
power consumption. By the experimental result, we have shown that the proposed 
algorithm can provide an effective route for the stable multimedia service over mobile 
ad hoc networks. In addition, it implicitly takes into account a load-balancing  
problem.  
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Abstract. Routing Protocols for mobile ad hoc networks (MANETs)
have been discussed extensively in recent years. Because of node mobil-
ity and energy conservation consideration in MANET, reactive routing
protocols get more attention than others with their on-demand packet
transmission philosophy. AODV as one of the most discussed reactive
routing protocols establishes only single routing path after handshak-
ing process. In this paper, we explore the effectiveness of limited multi-
path routing by utilizing beacon packets to collect routing information of
neighbor nodes in two-hops distance. We present a two-hops neighbor-
aware reactive routing protocol against AODV to increase the packet
delivery ratio up to 10% and reduce the normalized routing load from
1.5 to 3 times in MANET environment.

1 Introduction

With no existing infrastructure every node in MANET acts as both end client
and relay point through its wireless communication module. In addition, there
are several interesting characteristics in MANET such as dynamic topology, con-
strained bandwidth, variable capacity links, constrained energy and limited phys-
ical security. Therefore, how to design an effective routing protocol for MANET
environment has become an interesting challenge. Based on routing protocols
proposed in recent years they can be generally classified into three categories:
proactive, reactive (on-demand), and hybrid class. Proactive routing protocols
such as DSDV and OLSR attempt to maintain consistent, up-to-date routing
information from each node to every other node in the network. They use one or
more tables to store routing information, and update their tables by exchanging
control packets. The advantage of proactive routing protocols is that they know
current topology situation immediately even if the topology changes frequently.
On the contrary, reactive routing protocols such as AODV [1], DSR and ABR es-
tablish routes only when it is desired by the source node. A source node initiates
a route discovery process when it requires a route to a destination. Once a route
is established, the source node keeps maintaining this route information as long
as it needs to send data through this route. In contrast with proactive routing
protocols, on-demand routing reduces a large number of control overhead, but
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at the same time this class of protocols increase the delay time while propagat-
ing data packets. Hybrid routing protocols such as ZRP include proactive and
reactive routing characteristics. They usually take advantage of node grouping
concept to achieve routing operation.

Among proposed routing protocols, AODV has become a very popular topic to
study and compare with new on-demand routing protocols in academic research
because of its simple design and quite effective routing capability. We notice
that in AODV after route discovery phase in which flooding scheme is invoked
to broadcast route request (RREQ) control packets, between each pair of the
source node and the destination node only one valid main route is established
and maintained with the best effort. Therefore, the source node needs to look for
valid route again when current valid route is broken. However, this mechanism
will produce a large number of RREQ control packets and route reply (RREP)
control packets correspondingly in order to find a new route. This observation
motivates us to explore the possibility of acquiring routing information of neigh-
bor nodes in limited range and the effectiveness of new protocol derived from
acquired neighbor information. In this paper, we present the two-hops neighbor-
aware routing protocol which maintain multiple routes by adopting enhanced
beacon (HELLO) packets. The enhanced HELLO packet includes information of
one-hop neighbors of the source node so that each node could know two-hops
neighbors when a node receives a HELLO packet sent by its one-hop neighbor.
Our protocol utilizes these information to automatically switch data packets to
a backup route when the original established route is broken.

The rest of this paper is organized as follows. Previous research work is pre-
sented in Section 2. The proposed routing protocol is introduced in Section 3.
Section 4 analyzes simulation results and discusses related issues. Finally, con-
clusion and future work are addressed in Section 5.

2 Related Work

In this section we review on-demand routing schemes proposed in recent years
with multipath design in mind.

In [4], Sengul and Kravetsthe proposed bypass routing concept by taking advan-
tage of cache to store alternative routes. When the original route breaks, the source
node searches route cache andpatches the broken routewith alternative one if it has
valid backup route in its route cache. If there are no backup routes in the cache, the
source node queries its one-hop neighbors by broadcasting RREQ packet to wait
for reply packets, i.e., RREP packets, sent from those neighbors with valid routes
to the destination node.

AODV-BR in [2] and AODV-2HBR in [3] were similar to each other. They both
take advantage of overhearingRREPpackets to identifybackup routes. AODV-BR
maintains backup routes through nodes are one-hop away from established main
route. In comparison with AODV-BR, AODV-2HBR protocol maintains backup
routes throughnodes are two-hops away fromestablishedmain route. SinceAODV-
2HBR increases the search range for backup routes, it outperforms AODV-BR in
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terms of packet delivery ratio and average end-to-end delay in high mobility cases.
However, both protocols did not update identified backup routes after source node
starts to send data through established main route. When network topology
changes frequently, both protocols failed most of time to find a valid backup route.

In [5], Tang and Zhang proposed a Robust-AODV protocol in which HELLO
control packet is substituted with route update message. All nodes on established
main route broadcast this control message to one-hop neighbors. With alternative
route information inside this controlmessage, nodes along activemain route in one-
hop distance can utilize this route information and switch data packets to backup
route when main route is broken.

MRAODV routing protocol introduced in [6] modifies MNH routing protocol to
discover more routes by adopting a number assignment scheme to a routing table
parameter called branch identifier from which backward link direction of each mo-
bile node that received forwarding RREQ from source node can be decided. How-
ever, MRAODV require two new control packets, namely, RDEL and FORWARD.
In addition, time synchronization is required while receiving RREP packets in or-
der to determine a branch route ID.

3 Two-Hops Neighbor-Aware Routing Protocol

Based on the review work in Section 2, we notice that most of multipath-oriented
on-demand routing protocols tend to wait for the establishment of main route
before invoking their multipath discovery and maintenance mechanisms. Since
people try to avoid the adoption of traditional flooding scheme as much as they
can to provide cheaper route repair, complex control messages and extra fields in
routing table are developed to build and utilize local multipath information along
the main route. Unfortunately, identified backup routes are usually invalid after
short amount of time when nodes move quickly or network topology changes
frequently. In reactive routing protocols, HELLO packets are used to check if
wireless connection between two neighboring nodes has broken. Since each node
in ad hoc network sends HELLO packets periodically, we can use HELLO pack-
ets to carry one-hop neighbor information conveniently. Specifically, a node ap-
pends all identifications (IDs) of its one-hop neighbors to its HELLO packet
before broadcasting. When a node receives HELLO packets from its neighbor-
ing nodes, it retrieves and stores these IDs from HELLO packets. With this
simple mechanism every node in an ad hoc network will possess an ID list of
its corresponding two-hops neighbors dynamically in a short period of time. Our
proposed two-hops neighbor-aware routing mechanism (2HNa) uses the two-hops
neighbor list in each node as the resources for constructing alternative routes
against an established main route. Because HELLO packets are broadcasted pe-
riodically, 2HNa should be able to get more up-to-date neighbor information
than other on-demand routing protocols with a tolerable overhead cost against
the enlarged HELLO packet size. In Section 4 we will discuss the performance
and overhead of 2HNa protocol in details.
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Fig. 1. 2HNa route repair pattern – one-hop neighbor node E of main route located
between the upstream node A and the downstream node B of the broken link A − B

In this paper we investigate the effectiveness of 2HNa mechanism by imple-
menting 2HNa onto AODV routing protocol. To simplify the description, we
only address the difference between AODV-2HNa and AODV in the following.

AODV-2HNa adopts the same route discovery phase as AODV. When an es-
tablished main route is broken, before original AODV route maintenance phase
is invoked, 2HNa mechanism is activated to find alternative route for data pack-
ets. If the main route cannot be repaired and no other route is found by 2HNa
mechanism, original AODV route maintenance process will be triggered. There
are two route repair patterns in 2HNa mechanism. Figure 1 shows the first pat-
tern in which a broken link A − B on established main route is identified by
node A; by using stored two-hops neighbor information node A can find a repair
route through one-hop neighbor E to node B. The second pattern is described
in Figure 2 in which node A finds the repair route through its one-hop neighbor
E to downstream node C after identifying the broken link A − B.

To implement AODV-2HNa protocol, one new neighbor table is required for
each node in MANET to store the IDs of neighbor nodes. When a node receives a

Fig. 2. 2HNa route repair pattern – one-hop neighbor node E of main route with
connections to both the upstream node A and the next downstream node C of the
broken link A − B
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HELLO packet, its corresponding neighbor table will be updated to fill in triple
column fields, namely, one-hop neighbor, two-hops neighbor and timestamp. The
value of field two-hops neighbor contains an ID of the node’s two-hops neighbors.
The field timestamp records the arrival time of the corresponding HELLO packet.
When a link connection is broken, the upstream node of this broken link can
search the neighbor table to find an up-to-date repair route by sorting records
on timestamp field. In order to maintain the entry correctness of neighbor table,
an entry in this table will be deleted if this entry holds a two-hops neighbor ID
which does not exist in the arrived HELLO packet.

4 Simulations and Discussions

4.1 Simulation Environment

Network simulator ns-2 is used to evaluate the overall performance of AODV-
2HNa. In this paper we modified the AODV implementation of ns-2.27 version
which supports multi-hop wireless networks with physical, data-link and MAC
layer models to construct AODV-2HNa environment. The radio model operates
at 2 Mb/s bit rate with radio range 250 m. The capacity of sending buffer
of each node is 64 packets. Traffic model adopts continuous bit rate (CBR).
Mobility model uses random way point. The interface queue has a maximum
size of 50 packets and is maintained as priority queue served in FIFO order.
Control packets get higher routing priority than data packets.

In ns-2.27 AODV adopts MAC layer notification mechanism as the default link-
brokendetection scheme instead of utilizingHELLOpacket. BecauseAODV-2HNa
needsHELLOpackets todeliverneighbor information, in order to observe the influ-
ence of link detection mechanism three protocol models, AODV, AODV(HELLO)
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and AODV-2HNa, are investigated in our simulations. Simulation results are gen-
erated after 1000 simulation seconds every time and each data record represents an
average of ten runs.

4.2 Performance Metrics

The following metrics are used to evaluate the performance of targeted routing
protocols.
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– Packet delivery ratio: The ratio of the data packets delivered to the desti-
nation nodes to those generated by the CBR source nodes. In other words,
packet delivery ratio indicates the effectiveness of data transmission of a
routing protocol.

– Average end-to-end delay: Time latency between a data packet sent from
source node and the same data packet arrived at the destination node in
average. Time delay can be caused by node buffering, queuing at the interface
queue, retransmission at the MAC layer and propagation. Average end-to-
end delay denotes the efficiency of data transmission of a routing protocol.

– Normalized routing load: The number of routing control packets transmitted
per data packet delivered at the destination node. Each hop-wise transmis-
sion of a routing control packet is counted as one transmission. Normal-
ized routing load describes the overhead spent to complete a data packet
transmission.

4.3 Results and Analysis

Because 2HNa mechanism depends on the neighbor awareness of each node in
two-hops range to identify alternative routes, the most devastating environment
to protocols with 2HNa mechanism is nodes in ad hoc network move constantly.
Under this situation an established route can be easily broken. If a route repair
mechanism is not robust enough, it will perform poorly in this case. In addi-
tion, the chance to invoke resource-consuming route discovery process increases
proportionally with the increase of moving speed of each node. In Figure 3 we
show that AODV-2HNa outperforms AODV and AODV(HELLO) from 6% to
10% in terms of packet delivery ratio while nodes move constantly at different



768 N.W. Lo and H.-Y. Kuo

0 100 200 300 400 500 600 700 800 900
0.8

1

1.2

1.4

1.6

1.8

2

2.2

2.4

2.6

Pause time  (s)

S
ec

on
d 

 (
s)

V1− 2HNa
V1−AODV
V1−AODV(HELLO)
V20−2HNa
V20−AODV
V20−AODV(HELLO)
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speeds. Regarding to protocol efficiency, Figure 4 depicts that AODV-2HNa has
similar end-to-end delay pattern as AODV does but runs over AODV(HELLO)
up to 1.6 times. Notice that AODV-2HNa is more stable than AODV when
node speed exceeds 10 m/s. Normalized routing load among the three routing
protocols is drawn in Figure 5. AODV-2HNa reduces the routing overhead over
AODV 3 times and AODV(HELLO) up to 1.75 times, accordingly. The rea-
son for AODV-2HNa issuing much less routing packets than AODV per data
packet delivered is because the route repair scheme of AODV-2HNa reduces the
need of route rediscovery. In addition, the default link detection mechanism of
AODV is too sensitive to stop sending unnecessary link-broken signals which con-
sequently invoke route rediscovery process. In summary, AODV-2HNa routing
protocol is very suitable for ever changing network topology with high speed node
movement.

Another interesting question is how the dynamics between the pause time
of a node and the speed of node movement influences the performance of a
routing protocol. Therefore, we performed simulations with various pause time
periods for nodes at two speeds of node movement, namely, 1 m/s and 20 m/s. In
Figure 6 we show that in general, regardless of pause time of node, all protocols
have better performance while nodes move slowly in terms of packet delivery
ratio. The AODV-2HNa scheme outperforms AODV scheme about 10% at node
speed 1 m/s and 5 ∼ 8% at node speed 20 m/s, accordingly. It indicates that
AODV-2HNa can still take advantage of its local route repair mechanism to
deliver more data than AODV even nodes move very slowly. We also notice that
when node’s pause time get longer, ad hoc network with nodes moving at high
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speed (20 m/s) gains more performance lift in comparison with short pause time
situation than the one with nodes walking at low speed (1 m/s).

Regarding to average end-to-end delay metrics shown in Figure 7, we learn
that AODV-2HNa spends more time to deliver a data packet than AODV and
it just gets better a little when compared with AODV(HELLO). By utilizing
route repair scheme AODV-2HNa pays the price of longer end-to-end routing in
average than original AODV to get better effectiveness.

Normalized routing load for nodes in various pause times and moving speeds
are drawn in Figure 8. AODV-2HNa has the lowest overhead in comparison with
AODV and AODV(HELLO) regardless of the moving speeds of nodes. Never-
theless, moving speed of node does impact the amount of normalized routing
load. The faster node moves the higher overhead goes.

In summary, based on simulation results AODV-2HNa reveals better effec-
tiveness and lower overhead than AODV and AODV(HELLO) with a moderate
efficiency.

5 Conclusion

In this paper, we proposed the 2HNa routing mechanism which takes advan-
tage of enhanced HELLO packet to establish alternative routes by utilizing the
awareness information of two-hops away neighbors in each node. Simulation re-
sults show that AODV-2HNa, the AODV implementation plus 2HNa module,
has better performance against different moving speeds and pause times when
compares with AODV and AODV(HELLO). The packet delivery ratio increases
up to 10% and the normalized routing load decreases from 1.5 to 3 times in
MANET environment.
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Abstract. This paper presents a semi-infrastructured architecture for
multihop wireless networks and its routing strategies called H2O (Hi-
erarchically Optimized Hybrid). We show that the semi-infrastructured
network architecture is very efficient in terms of scalability and reliability.
Such advantages mainly come from the hierarchical network architecture
combined with a hybrid routing protocol. We evaluate the proposed ap-
proach by using simulation tests with several scenarios. In the simulation,
we observed that no specific routing strategy (e.g. a single hybrid way
to combine a proactive and reactive routing protocol adapted in previ-
ously proposed ZRP or ZHLS) can always satisfy various requirements of
applications. Therefore, it is required to make a hybrid routing strategy
differently from application to application.

1 Introduction

These days most of information societies look forward to the ubiquitous world,
where a set of smart objects that are any type of objects equipped with processing
modules and storage communicate with each other without any restriction of
time and space. Mobile ad hoc networks (MANETs) technology is one of the
most promising approaches since it introduces a good feature of performing self-
organizing an arbitrary network in a cost efficient manner. In particular, the
most important property of MANET we consider is the capability of multi-hop
relaying data from a source to a destination in the absence of fixed infrastructure.

To be capable of multi-hop relaying, it is necessary to develop an appropriate
routing protocol for MANET. It is regarded as a difficult challenge to discover
and maintain a stable route to the destination in MANET. Moreover, these chal-
lenges become harder to solve in large scale and/or densely populated MANET
[1]. This is mainly due to the fact that the communication only relies on mutual
and cooperative routing functionalities of ordinary nodes without any help of
specific relaying devices such as a router in wired network or a BS in cellular
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network. Therefore, routing protocols used in conventional networks can not be
employed into MANET directly. In addition, there exist inherent difficulties to
deploy MANET into the real world. These include a highly dynamic topology
change due to the movement of nodes and lack of resources in both nodes and
wireless links. During decades, lots of routing protocols have been proposed in the
literature to solve these problems [2]. However, most of such routing protocols
still introduce several limitations including reliability, scalability, load balanc-
ing, security and others in order to make such networks practical for various
applications (i.e. commercial applications rather than specific-purpose oriented
applications such as a military operation or disaster discovery). Among these
challenges, we focus on the scalability and reliability problems that result in
severe performance degradation when the network size increases.

This paper presents a semi-infrastructured MANET architecture called “u-
Zone based network architecture” and its routing strategies called “H2O (Hier-
archically Optimized Hybrid)”. To solve the scalability problem, the proposed
approach is intended to avoid network-wide flooding by using the hierarchical
network architecture combined with a hybrid routing protocol. The reliability
can be enhanced by utilizing the wireless back bone directly connected between
u-Zone masters that are the main component of the u-Zone based network (see
section 2). Fig. 1 gives the conceptual model of the proposed approach.

Hierarchical
Architecture

Hybrid
Routing Protocol

Optimized
For

u-Zone based Network

Scalability, Reliability, Efficiency

O

H H

Fig. 1. Conceptual model of H2O routing stratagies

Several results in the literature (e.g. [3], [4] or [5]) have shown that clustering
can enhance scalability. The authors of [6] considered the impact of clustering on
the scalability of routing protocols. The results said that clustering reduces the
overhead by a factor of O(1/M), where M is the cluster size. For this reason, we
borrow the basic concept of cluster based routing protocols but we remove the
highly expensive processing to elect a cluster head. Instead, each cluster (referred
to as a u-Zone in our approach) has a u-Zone master. That is, a MANET of large
size is divided into several u-Zones and one u-Zone master is assigned to each
of u-Zones. The u-Zone master assists its member nodes in gathering and/or
relaying routing information so that the nodes can discover and maintain a
route at a low cost. In addition, a direct wireless link between u-ZMs, referred
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to as wireless back bone (WBB), offers reliable communication and reduction in
hop counts to the destination (i.e. path length). In MANET, larger hop counts
results in worse performance. As a result, the proposed approach can reduce lots
of overburden of ordinary nodes and the amount of control packets necessary to
maintain both route and cluster.

Based on the clustering, researchers typically used a hybrid routing approach
(i.e. a combination of proactive and reactive routing protocol) in their protocols
such as HARP [7], ZRP [8] and ZHLS [9]. In particular, they utilized a proactive
approach inside a zone (say intra zone routing) and a reactive approach beyond
the zone (say inter zone routing). However, such a single hybrid way can not
meet with all the requirements of diverse applications. In this paper, we show
that each of hybrid routing combinations (four different combinations as dis-
cussed in section 3) introduces its own properties. Thus, to deploy an optimized
routing strategy, it is required to consider several factors such as the zone radius,
mobility of nodes, size of the network, nodes density, traffic pattern and the most
importantly the primary requirements of applications.

The remainder of this paper is organized as follows. The proposed architecture
is given in section 2. In section 3, we address H2O routing strategies for the
proposed network architecture. In section 4, we show the simulation results of
each of routing strategies. Finally, we conclude this paper in section 5.

2 u-Zone Based Hierarchical Network Architecture

The proposed u-Zone based network architecture is described in Fig. 2, where a
large scale of ad hoc network is divided into a set of sub-regions. A sub-region is
referred to as a u-Zone (ubiquitous-Zone) in which a u-Zone Master (u-ZM) is
placed. The u-ZM is the central component to form a hierarchical architecture.
We suppose that a service provider installs u-ZMs to build a temporary ad hoc
network. For instance, a host of a conference or travel agency in a cultural place
builds a network where any fixed infrastructure is not available. The u-ZM is
portable but operates as a stationary node. In addition, unlike ordinary nodes,
u-ZM has high computing power and robust electrical power as a super node.
In some scenarios, a sink node of sensor network may be a member node of a u-
Zone. Also a mobile node is able to access Internet or different kind of networks
through the gateway (GW denoted in Fig. 2.).

The u-ZM manages most of routing functionalities such as monitoring con-
sistent and up-to-date routing information so that member nodes do not need
to follow frequently changes in the network topology. That is, highly expensive
computing necessary to generate and maintain a routing table is performed by
the u-ZM. Further, as an additional benefit from using u-ZM, a node can recog-
nize some location information of the target node approximately since the u-ZM,
which covers the target node, has its own identifier and its location information
can be obtained by a network administrator. Such a property can be used very
efficiently in some scenarios such as emergencies and natural disasters without
any support of GPS or satellite based systems. Fig. 3 shows our first prototype
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Fig. 2. u-Zone based hybrid MANET Architecture

of the u-ZM in which HRPC (our hybrid routing protocol) has been installed. To
evaluate the HRPC module, we have implemented DYMO (Dynamic MANET
On-demand Routing Protocol) [10] as a reactive routing protocol and ported
OLSR (Optimized Link State Routing Protocol) [11] as a proactive routing pro-
tocol (see [12] in detail).

  Samsung S3C2510 MCU based on ARM940T
  Four different mini -PCI interfaces
     : four 2.4Ghz/5Ghz dual-band wireless LAN interfaces (Atheros chipset)

Fig. 3. u-Zone Mater

We note that the proposed architecture is not a fixed infrastructure network
and the u-ZM is different from a fixed network device such as AP or BS in other
wireless networks. The u-ZM is an assistant device to reduce routing overheads
of mobile nodes as does a cluster head in cluster-based approaches. But, the
AP or BS is the main device; therefore, failure of such a device results in break-
down of the network. Besides, in AP/BS based network, all data must go through
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Fig. 4. Hybrid Routing Strategies

the AP/BS even though a receiver is placed within the transmission coverage of
a source. In the proposed network, however, if a source has routing information
to the receiver then he can send data directly. Hence the proposed architecture
is regarded as a semi-infrastructured MANET.

To enhance reliability, the u-ZM may be allowed to adjust his transmission
power differently (i.e. different radio level). As shown in Fig. 3, u-ZM uses four
different interfaces with various power level (e.g. fnode and fZM in Fig. 2). The
signal power for transmitting data between u-ZMs should be higher than power
for sending data from u-ZM to member nodes. In addition to the reliability
gain, such an approach offers a way to achieve spatial reuse thus to enhance the
performance of overall network. The wireless backbone (WBB) formed by linked
u-ZMs provides robustness against a scenario where no boarder nodes, that play
a role in relaying a packet between zones in ZRP, exist in an overlapping region.
Hence, packets can be transmitted via the wireless backbone without aid of
boarder nodes. If the wireless backbone is not used, traffic may concentrate on
just a few nodes resulting in a long end-to-end delay due to congestion at the
nodes and a high energy consumption of the nodes. Therefore, it may lead to
network isolation and degradation of lifetime of networks.
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3 Hybrid Routing Strategies

In this section, we introduce the hybrid routing strategies suited for the hier-
archical u-Zone based network. The routing methodology is also hierarchically
constituted by two levels: intra u-Zone routing and inter u-Zone routing accord-
ing to the destination’s location corresponding to the source (i.e. within the
u-Zone or beyond the u-Zone).

Hybrid routing approach exploits the advantages of both proactive routing
protocol and reactive routing protocol. Most of previously proposed hybrid rout-
ing protocols took only a single way into account. That is, they utilize a proactive
approach inside a zone (i.e. intra zone routing) and a reactive approach beyond
the zone (i.e. inter zone routing). In some cases, such a fixed combination may
be inefficient to use.

On the other hand, we have more opportunities to select an appropriate com-
bination of routing methodologies according to the requirements of applications
or network environments. In our approach, four different combinations of flat
routing protocols can be applied for building a hierarchical hybrid routing pro-
tocol. Fig. 4 presents such combinations and their properties in short. Here WBB
is a direct link interconnected between u-ZMs to offer the back bone channel be-
tween adjacent u-Zones. The hierarchical architecture formed by the u-ZM and
WBB enables an ordinary node to reduce computing power and communication
overhead in both proactive and reactive routing protocol.

To maximize the using of u-ZM and WBB, u-ZM and nodes in the pro-
posed approach perform both proactive and reactive routing functionalities in a
different way.

– Proactive routing protocol: The u-ZM manages routing information of his u-
Zone and then broadcasts it to member nodes periodically. Member nodes in
the u-Zone are thus capable of communicating with each other directly by us-
ing such information. The information includes a list of the u-Zone member
nodes and TTL value which is used to restrict a broadcasting region of control
packets within a u-Zone. The main difference from the pure proactive routing
protocol, only u-ZM updates link information of the u-Zone in our scheme.

– Reactive routing protocol: When a source has a packet to send, routing dis-
covery procedure is activated. In general, the source broadcasts route request
message toward the corresponding destination. In our architecture, on the
other hand, such control overheads are less than others since the architecture
restricts control packets broadcasting within a u-Zone and uses the WBB link
to deliver the packets beyond the u-Zone.

4 Performance Evaluation

We evaluate H2O routing strategies by using the Qualnet v3.8 simulator. Dif-
ferent routing combinations are compared in terms of the control overhead and
end-to-end delay as the performance parameter. OLSR routing module of the
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Qualnet is used as a proactive routing protocol of H2O. We have implemented
DYMO routing protocol into the simulator to use as a reactive routing protocol.

In simulation, we suppose that all nodes and u-ZM are equipped with IEEE
802.11 MAC protocol as the fnode. In addition, we assume that u-ZM has one
more powerful wireless interface (i.e. fZM ) to build WBB. The transmission
coverage for mobile nodes is 150m in maximum distance. The overall simulation
time is 50 seconds. During this time, there are 100 randomly established sessions;
a selected source repeats 10 times of transmitting four UDP packets of 512 bytes
in size per second.

Now, the simulation results of three different scenarios are given. We consider
the u-Zone radius (i.e. the size of a u-Zone), network size and number of nodes
as the parameters that impacts on the scalability. Additionally, we show the
hierarchical gains of the proposed architecture and the efficiency of the H2O
routing strategies in comparison with both ZRP and flat routing protocols. In the
descriptions, we commonly use the term of ‘A-B’ routing combination, where ‘A’
and ‘B’ denote the type of routing protocol used for the intra u-Zone routing and
the inter u-Zone routing protocol respectively. We exclude Re-Pro combination
from the simulation due to the impractical property described in Fig. 4, where
Re-Pro denotes the reactive-proactive routing combination.

4.1 Effects of the u-Zone Radius

The u-zone radius is defined as the number of hops from the u-ZM to a border
node within a u-Zone. In this simulation, 100 nodes are uniformly placed at the
network of 1000m×1000m in size. The size of overall network is fixed so that the
increasing radius of u-Zone (i.e. from 1 to 5) results in the decreasing number
of u-Zones (i.e. 9, 4, 3, 2, 1 respectively) and the increasing number of member
nodes of a u-Zone.

Fig. 5 shows that the amount of control overhead and delay of hybrid routing
approaches including ZRP are increased as the u-Zone radius is increased. In
Fig. 5, we omitted the delay results of ZRP because it is too high to compare
with ours. Also, both pure flat routing protocols are implicitly included in the
results. When the radius meets 5, there is no inter u-Zone routing protocol since
overall network is covered by a single u-Zone. Namely, either a proactive (in case
of Pro-Pro and Pro-Re combinations) or a reactive routing protocol (in case of
Re-Re combination) is only activated.

In H2O routing strategies, the reactive-reactive (Re-Re) routing strategy is
the most scalable combination with respect to the control overhead. But such
a combination is the worst case in terms of delay, thus such a combination
is not suited for time-sensitive applications. The proactive-proactive (Pro-Pro)
and proactive-reactive (Pro-Re) combinations give the similar results in both
cases. This is because the proposed hierarchical architecture (i.e. using u-ZM
and WBB) allows member nodes to reduce inter u-Zone routing overheads and
end-to-end delay. Namely, most of overheads are generated within a u-Zone.
In particular, increasing u-Zone radius results in more retransmission of TC
messages of OLSR hence smaller u-Zone radius gives more gains.
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Fig. 5. Simulation results in increasing u-Zone sizes
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Fig. 6. Simulation results in increasing network size

4.2 Effects of the Increasing Number of u-Zones

In this simulation, we evaluate the effects of the increasing number of u-Zones
(i.e. growing size of overall network). All of u-Zones include twenty five member
nodes (i.e. the same node density) and the radius is commonly two hops. Like
the first simulation scenario, we compare each of routing combinations with
respect to the control overhead and delay. The results are given in Fig. 6. We
verified again that the proactive approach is better than the reactive approach
from the aspect of delay, but worse in terms of the control overhead. Also, we
observed that the hierarchical architecture gives us exponential gains as the
scale goes up. Such results and their reasons are similar to those of the first
scenario.
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4.3 Effects of the Increasing Number of Nodes

In the final evaluation, we increase the number of nodes within the fixed size of
network (i.e. 800m × 800m in size). The number of u-ZM in the network and
its radius are four and two hops respectively as illustrated in Fig. 7, (a). We
increase the number of nodes per u-Zone from 5 to 80 resulting in 20 to 320
nodes in the whole network.
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Fig. 7. Simulation results in increasing number of nodes

In this simulation, we also observed that the performance gains come from the
hierarchical architecture along with hybrid routing protocol. We have evaluated
the packet delivery ratio to show the reliability of our approach. The results
have shown that reactive-reactive routing combination is the best (no figure
appeared because of length limit). This is due to the fact that the proactive
routing protocol requires a bit more convergence time it takes to build routing
table at all nodes. Packet losses may be occurred during the period.

5 Conclusion and Future Work

The fundamental question of this paper was how to enhance the scalability
and reliability in wireless networks. Under the context, we proposed the u-Zone
based network architecture and hybrid routing approaches. In particular, we
showed that it is highly coupled with various requirements of the application
(e.g. time sensitivity) to decide an optimal combination of routing protocols to
build a hybrid routing protocol. In the simulation test, we have less considered
the support of mobility under the assumption that MANET routing protocols
can provide limited mobility (i.e. pedestrian nodes) with mobile nodes. For future
work, to build a large MANET, we are required to find a solution to support high
mobility. Also, we plan to enhance both radio level and packet level of u-Zone
Master, thereby building a real test-bed in our campus.
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Abstract. Protecting network systems against novel attacks is a
pressing problem. In this paper, we propose a new anomaly detection
method based on inbound network traffic distributions. For this
purpose, we first present the diverse distributions of TCP/IP protocol
header fields at the border router of a real campus network, and then
characterize the distributions when well-known denial-of-service (DoS)
attacks are present. We show that the distributions give promising
baselines for detecting network traffic anomalies. Moreover we introduce
the concept of entropy to transform the obtained distribution into a
metric of declaring anomaly. Our preliminary explorations indicate that
the proposed method is effective at detecting several DoS attacks on the
real network.

Keywords: Network Traffic Anomaly, Network Traffic Distribution,
DoS, Entropy.

1 Introduction

1.1 Background and Related Work

Seamless and secure traffic streams through the Internet are becoming increas-
ingly important today as corporations, public organizations, and even individuals
are more heavily depending on the Internet for their daily activities. An impor-
tant component of the Internet security is intrusion detection system (IDS). The
main purpose of IDS is to identify suspicious or malicious activity, note activ-
ity that deviates from normal behavior, catalog and classify the activity, and if
possible, respond to the activity[1].

Early IDS models were designed to support a single host such as a mail server
or web server - host based IDSs. However more recent models examine activity on
the network itself by monitoring the traffic crossing the network link - network
based IDSs. Network based IDSs are classified as signature based or anomaly
based. For example, Snort[2] uses rule files to detect signatures of known attacks,
such as a specific string in the application payload. However anomaly based sys-
tems model normal network behavior, and then identifies the abrupt changes of
network behavior. Most recent research topics mainly focus on anomaly detec-
tion because it has the advantage that no rules need to be written, and that it
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can detect novel attacks. Moreover, its position on computer security markets is
getting top sooner or late because of zero time for the vendor to release a path
and zero time for users to download and install the patch - zero day attack; that
is, zero time between the discovery of the vulnerability and public knowledge of
that vulnerability.

Network anomalies typically refer to circumstances when network operations
deviate from normal network behavior. Network anomalies can arise due to var-
ious causes such as malfunctioning network devices, network overload, malicious
DoS attacks, and network intrusions that disrupt the normal delivery of network
service[3,4]. In this paper, we only consider security-related problems, such as
DoS and network intrusions.

Thottan et al.[3] briefly review the commonly used methods for anomaly de-
tection. But we simply classify them as two categories; one is the time series
modeling approach, and the other is the statistical modeling approach.

The first approach attempts to build diverse traffic profiles in time series, such
as symptom-specific feature vectors or just traffic volume[3,4,5]. These profiles
are then categorized by time of day, day of week, and special days. When newly
acquired data fails to fit within some confidence interval of the developed profiles
then an anomaly is declared. In [5], the Holt-Winters forecasting algorithm is
used to predicting the values of a time series one time step into the future.
When an observed value of sequence of observed values is too deviant from the
predicted values then an anomaly is declared.

The second approach learns a statistical model of normal network traffic,
and flags deviations from this model [6,7]. Models are usually based on the
distribution of source and destination addresses and ports per transaction. In
[6], packet header anomaly detector (PHAD) learns the normal range of values
for 33 fields of the Ethernet, IP, TCP, UDP, and ICMP protocols. PHAD uses
the rate of anomalies during training to estimate the probability of an anomaly
while in detection mode. If a packet field is observed n times with r distinct
values, there must have been r anomalies during the training period. If this
rate continues, the probability that the next observation will be anomalous is
approximated by r/n.

Although there are a number of variations of these two approaches, we can
note some general and important shortcomings of them. In time series modeling
approach, we have to big tune for many parameters to characterize the statistical
behavior of abnormal traffic patterns. For example, we have to choose the values
of six parameters in [5]. In statistical modeling approach, we have to train attack-
free training data which will not always be available in a practical system [6].

1.2 Motivation and Contribution

Figure 1 shows a campus network used throughout as an experimental network
in this paper, where the network consists of a duplicated backbone network and
multiple access networks. This style of network infra-structure is also very typical
for modern enterprise networks. We note that there are 17 cass C (/24) scale
sub-networks in Fig. 1.
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Fig. 1. A typical infra-structure of campus network
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Fig. 2. Histogram of the destination sub-networks of ingress IP packets at the border
router (solid line: 04:02AM, dotted line: 10:52AM)

Figure 2 shows the histograms of destination sub-networks of ingress IP pack-
ets at the border router at 04:02AM and 10:52AM respectively, where probabili-
ties are determined based on counting IP packets for 5 minutes. Just as expected,
we observe that the histogram at working hour 10:51AM is obviously different
from the one at 04:02AM. Thus the knowledge of histogram at a particular time
instant can be an important clue to detect network traffic anomaly. Moreover we
also presume that the distributions of other values in the protocol header fields
might be very different between these time instants. Although some published
methods [6,7] use the values of protocol header fields, no one uses the distribu-
tions to detect anomalies directly. In order to declare the anomalies we fully rely
on the diverse traffic distributions which can be determined in real time.

Our contribution is two-fold. First, we show the diverse traffic distributions
about 5 fields - packet length, flags, time to live (TTL), protocol, and destination
IP address - of the IP protocol, and destination port address of the TCP/UDP
protocols, and flags of the TCP protocol by monitoring the ingress traffic of a
real campus network border router. This kind of distributions gives some insights
to the security and traffic engineering research areas. Second, we demonstrate
the potential to apply network traffic distributions to the problem of network
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anomaly detection. In particular, we introduce the concept of entropy because
it is difficult to use the distribution as an anomaly detection metric directly. We
show through comprehensive on-line tests that the proposed anomaly detection
method can detect 100% of the well known DoS attacks in a real network.

The paper is organized as follows. In the next section, we describe the experi-
mental scenarios, and discuss characteristics of the ingress traffic distributions of
campus network, and then show the substantially different traffic distributions
compare to the normal ones when hostile traffic is mixed. Section 3 describes
the entropy concept of traffic distribution and illustrates some results showing
that the application of entropy concept is in effective detecting network traffic
anomalies. In Section 4, we conclude with future work.

2 Ingress Traffic Distributions of Campus Network

2.1 Characteristic of Campus Network Traffic

Table 1 explains 14 different distribution categories under study in this paper. In
order to avoid the traffic filtering function of firewall, all of the distributions are
obtained at the border router whilst the virtual probing points of local networks
are located at the corresponding sub-networks.

In Table 1 (1) and (2), we monitor the protocol field of ingress IP packets
to get the IP protocol distributions for global and each sub-network. We also
monitor destination IP address of the packets to get the destination sub-network
distribution for Table 1 (3). In case of port address distribution of Table 1 (4),
we choose three events; (i) well-known ports (ftp, telnet, SMTP, DNS, HTTP,
RPC, and SNMP), (ii) less than 1024 except for the well-known ports, and
(iii) the other port addresses. In Table 1 (5) and (6), we obtain conditional
distributions given well-known services (ftp, telnet, and HTTP) and IP protocols
(tcp, udp, and icmp). In Table 1 (7) - (14), we obtain the distributions of packet
length (events: less than 64 bytes, 64 - 128 bytes, 129 - 512 bytes, greater than

Table 1. Distributions for characterizing campus network traffic (Global: the whole
ingress traffic, Local: the traffic bound for each sub-network)

No Distribution Scope

1,2 IP protocol Global, Local
3 Destination sub-network Global
4 Port address Global
5 Destination sub-network given each well-known service Global
6 Destination sub-network given each IP protocol GLobal
7,8 Packet length Global, Local
9,10 TTL value Global, Local
11,12 Fragmented packet Global, Local
13,14 TCP SYN packet Global, Local
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Fig. 3. The IP protocol distributions for two days (from Oct.6 to Oct.7, 2005)

512 bytes), TTL value (events: less than 32, 32 - 64, 65 - 128, greater than
128), fragment packet, and TCP SYN packet for global and each sub-network,
respectively. We note that all observations are made at fixed 5 minutes duration.

Due to the space limitation, we only show two result diagrams, but you can
refer to [9] for more additional results of Table 1. Figure 3 shows the IP pro-
tocol distributions for two days from Oct.6 (Thu.) to Oct.7 (Fri.) 2005. The
graph illustrates a slight daily pattern, where occupied with most TCP proto-
col. Although most people think of TCP protocol occupies greater than 85% of
the total traffic, it is only valid for working time. Figure 4 shows the destina-
tion sub-network packet distributions of incoming packets. Like presuming it in
Fig. 2, all of sub-networks are busy for working hours from 08:00 - 20:00.

2.2 Traffic Distribution When Malicious Traffic Is Mixed

In this subsection, we observe the changes of traffic distributions when we attack
our campus network with the real well-known DoS attacks - Jolt, WinNuke,
Synk4, Teardrop and UDP flooder attacks shown in Table 2 - using datapool
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Fig. 4. The destination sub-network packet distributions for two days (from Oct.6 to
Oct.7, 2005)
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Table 2. DoS attacks

DoS Attack Feature

Ping of Death(Jolt)[12] Send very large, fragmented ICMP packets
WinNuke[14] Send ”junk” information to TCP port 139(NetBIOS)

Synk4[16] TCP SYN flooder attack
Teardrop[13] Buffer overflow vulnerability of overlapping IP fragments

UDP flooder[11] UDP flooder attack

10/11/2005
(Tue. 00:00)

10/12/2005
(Wes. 00:00)

10/13/2005
(Thu. 00:00)

(00:20)
scan

(01:05)
Jolt

(10:15)
Jolt

(16:30)
Synk4

(22:22)
Teardrop

(11:10)
UDP flooder

(16:00)
Winnuke

(12:00) (12:00)
scan

(15:00)

Fig. 5. Generation times of well-known DoS Attacks

version 3.3[10] from external network. These DoS attacks are generated as shown
in Fig. 5.

As shown in Fig. 6, the IP protocol distributions changed abrruptly at the
instants of Jolt, Synk4, and UDP flooder attacks. However it is difficult to notice
any remarkable sign of changes at instants of WinNuke and Teardrop attacks
because they do not generate a large volume of malicious traffic compared to
the previous attacks.

Figure 7 illustrates the TTL distributions under the attack scenario of Fig. 5,
where we can observe the symptoms of WinNuke and Teardrop attacks. Actually
we can find these symptoms from the other different distributions explained
in Table 1. In particular, the fragmented packet distribution gives the certain
indication of Teardrop attack.
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Fig. 8. Generation times of WinNuke attack for a day (Oct.20, 2005)

In order to identify the effect of WinNuke attack, we deliver only WinNuke
attack against two different sub-networks for a day as shown in Fig. 8, where
sub-network x.y.z.0/24 is for server farm.

3 Anomaly Detection Based on Entropy

Although we get and scrutinize more than 28 traffic distributions for the pre-
vious experiments, we show only some limited results. However we believe the
presented figures are enough to explain that the traffic distributions are really
good base for detecting network traffic anomalies. Now we need a way to trans-
form the distributions into a decision metric for declaring anomaly. For this
purpose, we introduce and apply the entropy concept.

Entropy is an information-theoretic measure of the amount of uncertainty in
a variable[8]: that is, the entropy of x is

H(x) = −
n∑

i=1

p(X = xi) lg p(X = xi) , (1)

where, ”lg x” is the base 2 logarithm of x. The conditional entropy of X given Y .

H(X |Y ) = −
n∑

i=1

p(X = xi|Y = yi) lg p(X = xi|Y = yi) . (2)
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Figure 9 shows the entropy of Fig. 6, where we can find abrupt changes of
entropy at the instants of attack generations except for WinNuke and Teardrop
attacks. If we consider the conditional entropy, we can identify more detail prop-
erties of the attacks. For example, it is obvious that the third attack ”synk4”
is using TCP protocol from Fig. 10. From Fig. 10 we also slightly detect scan
attacks at 00:20 AM on Tue. and 15:00 on Wed. respectively, where the en-
tropy is very flat because the nmap[15] rapidly scans the whole hosts using
TCP protocol. Hence we can conclude that it is more effective for declaring
anomalies to use the conditional entropies of different kinds instead of single
entropy.

Figure 11 shows the entropies of port address distributions of two sub-
networks under the scenario explained in Fig. 8, where we can detect the Win-
Nuke attacks even if there are some unidentified anomalies.
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4 Conclusion and Future Work

In this paper, we presented the traffic distributions when well-known DoS attacks
are delivered into a real campus network, and discussed that the distributions
gave promising baselines for detecting network traffic anomalies. Moreover we
demonstrated the potential to apply the entropies of distributions to the problem
of network traffic anomaly detection. Our preliminary explorations indicated
that our entropy-based detection method is highly accurate to detect the well-
known DoS attacks on the real network.

Two related issues for future research are how to model the entropy into a
time series with trend and seasonal components as in [5], and how to integrate
the diverse entropies and distributions to improve the performance of anomaly
detection such as false positives and negatives.
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Abstract. With the popularity of wireless networks, demand for multi-
media services also rises rapidly. However, efficient multimedia services
are still challenging research problem due to user mobility, limited re-
sources in wireless devices and expensive radio bandwidth. To implement
multimedia services over wireless network, IP header compression scheme
can be used for saving bandwidth. In this paper, we present an efficient
solution for header compression, which is modified form of ECRTP. It
shows an architectural framework adopting modified ECRTP along with
SRTP. We have conducted simulation to analyze the effects of different
header compression techniques along with SRTP while delivering real-
time services to wireless access networks.

1 Introduction

Wireless IP networks are becoming more popular and the demand for multime-
dia services in these networks rises with the number of their implementations.
However, efficient services in these multimedia systems are open and challenging
research problem due to user mobility, limited resources in wireless devices and
expensive radio bandwidth.

Provisioning of high network capacity is a critical point for wireless access
networks. With continuously growing device capabilities, users demand services
similar to those accessible on wired networks and the services requested by users
are extending and become more sophisticated. For wireless networks with high
bit error rates (BER) and high latency, it is difficult to attain those high band-
widths required. Since in many multimedia applications, payload of IP packet is
almost of same size or even smaller than the header, it is possible to compress
those headers and thus save bandwidth and use expensive resources efficiently.

In this paper, we present an efficient solution for header compression. Modified
enhanced header compression scheme is used to carry IP header compressed
packets in wireless access network while securing the voice information at the
transport layer by using the secure RTP.
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2 Securing Real-Time Transport Protocol

Multimedia applications often use RTP, UDP, and IP as protocols. Real-time
transport protocol (RTP) [1] is an IP-based protocol providing support for the
transport of real-time data such as video and audio streams. RTP provides end-
to-end delivery services for data with real-time characteristics. However RTP
itself does not provide all of the functionality required for the transport of data
and, therefore, applications usually run it on top of a transport protocol such as
UDP. RTP is designed to work in conjunction with a control protocol, Real Time
Control Protocol (RTCP), to get feedback on quality of data transmission and
information about participants in the on-going and to provide minimal control
over the delivery of the data. [2]

The Secure Real time Transport Protocol (SRTP) [3] has been designed to
create an efficient security solution for the RTP, which would work in constrained
environments. SRTP provides confidentiality, authenticity, integrity, and replay
protection for the RTP and RTCP packets, providing all the important elements
to secure a media stream.

Fig. 1. Overview of the SRTP packet

Fig. 1 shows overview of the SRTP packet. SRTP supports the AES [4] al-
gorithm in a stream cipher mode for encryption and HMAC-SHA1 [5] for the
message authentication. SRTP encrypts only the data component (payload) of a
voice packet and does not use additional encryption headers. SRTP can be used
in conjunction with IP header compression and compressed RTP without packet
manipulation with little or no effect on quality of service (QoS).

3 Compression Techniques

In many multimedia applications such as Voice over IP (VoIP), messaging etc,
the payload of the IP packet is almost of the same size or even smaller than the
header. Over the end-to-end connection, comprised of multiple hops, these pro-
tocol headers are extremely important but over just one link (hop-to-hop) these
headers serve no useful purpose. It is possible to compress those headers, thus
save the bandwidth and use the expensive resources efficiently. IP header com-
pression [6] also provides other important benefits, such as reduction in packet
loss and improved interactive response time. IP header compression schemes
have always been an important part of saving bandwidth over bandwidth lim-
ited links. Header compression techniques need to be robustness with aspect to
packet loss, and to misidentified streams.
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3.1 Compressed Real-Time Transport Protocol

RTP header compression (CRTP) [7] was designed to reduce the header overhead
of IP/UDP/RTP datagram by compressing the three headers. IP/UDP/RTP
headers are compressed to 2-4 bytes most of the time. CRTP was designed for
reliable point to point links with short delays. For lossy links and long round trip
delays, CRTP does not perform well. After a single lost packet several sequential
packets are lost within the round trip time. Thus, CRTP is not suitable for
wireless links, which have typically a very high and variable BER.

CRTP is designed to compress IP/UDP/RTP flows. CRTP uses four packets
formats: full header, Compressed UDP, Compressed RTP and context state.

After a full header packet has been sent to establish the context, the transition
to Compressed RTP packets may occur. Each Compressed RTP packet indicates
that the decompressor may predict the headers of the next packet on the basis of
the stored context. Compressed RTP packets may update that context, allowing
for common changes in the headers to be communicated without full header
packet being sent. The format of a Compressed RTP packet is shown in Fig 2.

3.2 Enhanced CRTP

The Enhanced CRTP (ECRTP) [8] for links with high delay, packet loss and
reordering feature includes modifications and enhancements to CRTP to achieve
robust operation over unreliable point-to-point links. Thus ECRTP was devel-
oped to overcome the problems of CRTP as CRTP does not perform well over
links with long round trip time that lose and reorder packets.

ECRTP extends CRTP by repeating context updates and by sending absolute
values along with delta values when encoding monotonically increasing header
fields to increase robustness. It inserts a header checksum when UDP checksum
is missing, to improve error recovery and fail checks for the compression.

Fig. 2. Compressed RTP Packet
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The packet format Full Header had some changes. The first two length-fields
in the IP/UDP/RTP header and possible encapsulating headers are changed in
the ECRTP compressor. The fields are used to send information about the flow
to the decompressor.

In CRTP, the compressor sends a context identifier, a sequence number and
a generation number. In ECRTP, the same fields are sent but the formats of
the fields are changed. The C bit is included in the length fields indicating the
new header checksum, replacing the missing UDP checksum over the compressed
link. A check for a zero UDP checksum when parsing through the whole header
must be done.

3.3 Modification in ECRTP

In order to reduce header overhead, the packet format of ECRTP header com-
pression scheme is modified.

In all Compressed RTP, ECRTP packets have 2 bytes of either the UDP
checksum or the compressor inserted Header Checksum. The average header
size can be reduced if we send these checksums in some packets only. Robustness
will be achieved if there is some way of conveying a correct decompression of
these packets to the compressor.

For instance, if it is chosen to send the checksum only thrice for every 16
packets, then, assuming at least one of these packets is acknowledged, it can be
expected the average header size to drop by about 1.6 bytes, given the fact that
Compressed RTP packets are sent most often. Furthermore, this clearly implies
a reduction in implementation complexity.

The Compressed RTP header includes the whole IP/UDP/RTP. Compressed
RTP with individual RTP fields is shown in Fig. 3. With respect to the original
packet structure of Compressed RTP, the T bit is replaced by the C bit, which

Fig. 3. Compressed RTP Packet for modified ECRTP
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represents whether or not a Header Checksum is included in this packet. The S
and I bits are set to 0. Hence, it is distinguishable from the Compressed UDP
F=1 packet, where the corresponding bits are I and T, at least one of which, is
1. It is distinguishable from Compressed UDP F=0, because the corresponding
bits are I and dI, both of which are 1, since the packet is a refresh packet.

4 Related Works

Voice communication in wireless mobile ad hoc network is challenging. It has
been analyzed the impact of CRTP performance over cellular environment using
real-time traffic such IP telephony and shown that CRTP does not cope with
packet loss very well. [9] Enhanced CRTP mechanism improves the header com-
pression performance, especially for highly error?prone links and long round trip
times. [10]

The authors showed that ECRTP uses local retransmissions to more efficiently
recover from wireless link errors compared with RTP and CRTP in an error-prone
and bandwidth limited wireless network. [11]

The authors have shown that the packet error rate performance of ECRTP and
robust header compression (ROHC) is similar while the local repair mechanism
in ROHC is not considered. [12]

The authors presented a proposition to secure VoIP packets drawing inspira-
tion from the existing voice security solutions. [13]

In this paper, we have presented the efficient IP header compression tech-
nique to deliver multimedia traffic in wireless access network and investigated
performance of different header compression schemes while the real-time traffic
is secured by using SRTP.

5 Performance Evaluations

5.1 Overviews

SRTP has been designed for the network, where bandwidth, delay, needed com-
putational resources, and transmission errors have been critical factors taken
into account. To allow improvement in bandwidth saving, SRTP does not ob-
struct header compression of the RTP packet; that is, it is possible to apply
header compression of the whole IP/UDP/RTP header while using SRTP. In
order not to obstruct header compression, SRTP does not encrypt the IP/UDP/
RTP headers. Thus SRTP does not provide any protection of the IP/UDP/ RTP
headers, and protects only the RTP payload.

As mentioned earlier, a voice payload is in the order of 33 bytes and the headers
(IPv4, UDP, and RTP) are together 40 bytes. SRTP adds no new header overhead
above the existing 40 bytes (IPv4) of an ordinary RTP packet. This overhead can
usually be compressed to some degree, depending on the compression technique in
use. Hence, applying header compression technique such as ECRTP is important
to reduce the bandwidth consumption over the wireless links.
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In this paper, the effective use of modified ECRTP in securely delivering voice
traffic is as a main goal. Thus, main intention of this investigation is to show
the performance evaluation of different header compressions in wireless access
network while using SRTP to protect voice packets at transport layer.

5.2 Simulation Setup

In order to validate the conceived network architectural model, we have sim-
ulated a scenario that includes IPv4 audio streaming to the wireless access
network over public IP network while using SRTP for protection of real-time
traffic at transport layer. We have used OPNET Modeler, [14] which a dis-
crete event-driven simulator tool capable of modeling both wireless and wireline
network.

Fig. 4 shows the conceived system which comprises of a service provider, IP
backbone network and wireless access networks. The service provider consists
of audio streaming servers. And the wireless access network consists of 10 wire-
less clients using wireless IEEE 802.11b devices. In our experimental analysis,
we have selected G.729 as the voice codec. And certain assumptions were also
made about the voice characteristics. Most fields were assumed to remain con-
stant. Silence suppression was assumed - so, the RTP Timestamp will jump by
a constant amount, except at the end of a silence interval. Speech is bursty, with
talk-spurts followed by silence periods. No packets are sent during these silence
intervals. We have considered the IP public network ie. Internet with 5% packet
discard ratio and average packet latency of 0.1 sec.

As per IETF RFC specification, SRTP was implemented in OPNET Modeler.
The encryption and authentication throughputs were obtained from Crypto++
5.2.1 Benchmarks [15] with computer configuration: Pentium 4 with processor
speed - 2.1GHz and operating system used Window XP SP1, which were used
within the model to compute authentication and encryption delay. For SRTP,

Fig. 4. System architecture
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AES (128) CBC as encryption algorithm and HMAC-SHA1 as authentication
algorithm were considered. Accordingly the throughputs of AES-CBC and SHA1
are 6.93 Mbps and 8.49 Mbps respectively.

In the simulation, we have conducted series of experiments in turn, the results
obtained, in terms of performance metrics such as packet loss rate (PLR), average
header size and probability loss in context as a function of BER and decompression
(reconstruction) error rate as a function of PLR have been investigated.

5.3 Simulation Results

In order to analyze simulation results for various header compression schemes, we
have conducted performance comparisons between CRTP, ECRTP and modified
ECRTP (mECRTP) header compression techniques in terms of packet loss rate
and decompression error rate whereas between ECRTP and mECRTP schemes
in terms of average header size and probability loss in context.

Fig. 5 shows the packet loss rate as a function of BER for CRTP, ECRTP
and mECRTP header compression schemes while using SRTP. As shown in Fig.
5, the packet loss rate in CRTP scheme is very high and the packet loss rates in
ECRTP scheme as well as in mECRTP scheme have been significantly reduced
in compare to CRTP scheme. The lowest packet loss rate can be observed in
case of mECRTP scheme. It can be seen that at a BER of 10−3, the packet loss
rate for ECRTP scheme is slightly higher than that for mECRTP scheme.

Fig. 6 shows the decompression (reconstruction) error rate during packet loss
for CRTP, ECRTP and mECRTP header compression techniques while using
SRTP. It can be seen that decompression error rate in CRTP scheme significantly
increases with the increase in packet loss rate. Whereas for header compression
schemes ECRTP and mECRTP, the error rate is considerably low for the all the
packet loss rates.

Fig. 5. Packet loss rate vs BER
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Fig. 6. Error rate vs Packet loss rate

Fig. 7 shows the average header size plotted against BER for ECRTP and
mECRTP header compression schemes while using SRTP. The difference be-
tween ECRTP and mECRTP is mainly that the in latter case, checksums are
sent only in certain packets. Hence, mECRTP introduces significantly less header
overhead than ECRTP in a given environment. For BER of 10−3, the average
header size of mECRTP drops by about one byte than that of ECRTP.

Fig. 8 shows the probability of loss in context as a function of BER with
ECRTP and mECRTP schemes while using SRTP. The result shows that in case
of mECRTP compression scheme, it can be seen that there is a slight increase
in the context loss rate.

Fig. 7. Average header size vs BER
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Fig. 8. Probability of loss in context vs BER

6 Conclusions and Future Work

This paper provides a framework for multimedia services using SRTP to protect
real-time traffic through the public IP backbone network to the wireless access
network. The simulation scenario shows that mECRTP scheme has better overall
performance over wireless access network in compare to CRTP and ECRTP com-
pression schemes. Based on the results, in mECRTP scheme, the average header
size can be significantly dropped although there is slight increase in probability
of loss in context while comparing with ECRTP scheme. Simulation results show
that the mECRTP scheme significantly reduces the overhead of packet headers.

Furthermore, in order to investigate the performance of mECRTP compres-
sion scheme, a comparative study shall be carried out with a robust header
compression scheme - Robust Header Compression (ROHC). [16]
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Abstract. The TMO (Time-triggered Message-triggered Object) model is a 
well-known real-time object model for distributed and timeliness-guaranteed 
computing. A distributed environment of the model may be configured by a 
number of the TMO nodes as a private network. It requires high reliability due 
to the feature of a distributed IPC message. The TCP seems to be suitable to 
this model. However, if a message needs to be broadcasted or multicasted to the 
other objects, the more the number of the nodes increases, the less efficient the 
repetitive unicast delivery of the message is. A multicast transport protocol can 
be considered to overcome this problem. In this paper, we propose a reliable 
multicast transport protocol suitable for supporting a distributed environment of 
the TMO model and discuss its performance with respects to the real-time de-
livery and throughput comparing with the alternative protocols. Results from 
the extensive performance measurement demonstrate that the proposed protocol 
outperforms the conventional TCP and existing RMT protocols. 

1   Introduction 

In the past, research on real-time computing focused on the functionality of a kernel, 
but recent focus moves to the development of real-time system using a real-time  
object model. The TMO [1] model has been greatly issued as a new programming 
paradigm. It integrates all merits of real-time programming, distributed system pro-
gramming, concurrent programming, and object oriented programming. Thereupon a 
TMO model is proposed as a real-time object model for the concept of timeliness-
guaranteed computing. The distributed TMOs communicate with each other by using 
the TMO methods on a logical unicast or multicast channel [2]. They may pass  
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messages to the other objects, which require high reliability and very short response 
time. If the TCP is applied, it is needed to establish connections as many as the num-
ber of distributed objects, moreover, the repetitive copy and delivery of a message is 
required whenever broadcasting or multicasting the message is needed. Therefore, the 
response time will undoubtedly increase in proportion to the number of distributed 
objects, and the real-time property might be inherently violated. 

The IP multicast has been considered as an efficient way to deliver a message to a 
group of the distributed objects at a time, while it does not guarantee perfect reliabil-
ity. In this paper, we propose a reliable multicast transport protocol suitable for sup-
porting real-time reliable communication among distributed TMO objects and present 
the design and implementation of the protocol. Also, we discuss its performance with 
respects to the real-time delivery and throughput comparing with the alternative 
transport protocols. 

2   Backgrounds 

2.1   Communicating TMO Objects 

The TMO channel is identified by a channel ID, which should be assigned to be 
unique value within a distributed environment of objects. The TMO objects commu-
nicating with a channel may define their channel access modes: write, read, or 
read/write mode. 

 

Fig. 1. TMO IPC Model with Channel 

The read-mode or read/write-mode objects are allowed to receive all the messages 
passed through the channel. It means that each receiving object receives a copy of the 
same message sent by the sending object. A sender with the write or read/write access 
mode to the channel may send a message through the channel, but this message 
should be delivered to all the receiving objects waiting for reading the channel. This is 
why the distributed TMO model inherently requires multicasting capability. 

Features like above are defined as distributed IPC interface [3] which has functions 
for channel assignment, synchronization, message transfer, close, etc. TMO engine 
based on Linux, TMO-Linux [4], recently restrict the maximum number of distributed 
IPC channels to 32 and the length of a message to 56Kbytes. 
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2.2   Reliable Multicast Transport Protocol Standards 

To support reliability in one-to-many multicast transport, IETF RMT WG processes 
the standards for error and flow control of reliable multicast transport protocol. There 
are representative multicast transport protocols such as NORM (Nack-Oriented Reli-
able Multicast) [5][6] and ALC (Asynchronous Layered Coding) [7] based on LCT 
(Layered Coding Transport) [8]. 

The NORM protocol is designed for one-to-many multicast transport of bulk data. 
The basic behavior is that a receiver request retransmission to a sender polling NACK 
only when a packet is lost in order to prevent ACK implosion. When a receiver polls 
NACK, random backoff timer works to prevent NACK implosion. At this time, its 
duplicated NACK is checked by other receivers, unnecessary NACK is suppressed. A 
sender transfers data after FEC [9] encoding process. It can enable a receiver to re-
covery errors with FEC decoding. Consequently it brings the number of retransmis-
sion to decrease. The NORM protocol offers relatively high reliability but it is inferior 
to reliability of TCP. Another weak point is that response time takes long due to com-
plexity of inner structure and congestion control (TFMCC [10]). 

Another multicast protocol, ALC, is designed for massively scalable multicast dis-
tribution on wireless/satellite environment. As compared with NORM, the major 
difference is that the ALC can support multiple transfer rates for various heterogene-
ous receivers by using congestion control such as WEBRC [11]. However, there is no 
feedback between a sender and receivers, and thus the sender cannot confirm the 
status of packet reception. The ALC can rely upon FEC codec for reliability. There-
fore, existing RMT protocols such as NORM and ALC are not suitable to distributed 
environment of TMO model in terms of real-time response and perfect reliability. 

3   RM-IPC: A RMT Protocol for Communicating Distributed 
Objects 

3.1   RM-IPC Message Format 

We can classify RM-IPC messages into three types of CMD, DATA and ACK. 
DATA message is used for application data delivery, and the other messages are for 
control and session management. The message types are defined as fixed header and  
 

Table 1. RM-IPC Message Types 

Packet Acronym Transport Type From To 
Timestamp CMD(TS) Multicast Sender Receiver 
ACK for Timestamp ACK(TS) Unicast Receiver Sender 
Receiver List for 
Advertisement 

CMD(ADV) Multicast Sender Receiver 

Data DATA Multicast Sender Receiver 
Flush CMD(FLUSH) Multicast Sender Receiver 
ACK for Flush ACK(FLUSH) Unicast Receiver Sender 
End of Transmission CMD(EOT) Multicast Sender Receiver 
ACK for EOT ACK(EOT) Unicast Receiver Sender 
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header extension as each message should have different header values depending on 
its usage. The size of each message is variable. 

Table 1 summarizes the characters of messages used in RM-IPC. And  Fig. 2 pre-
sents the major RM-IPC header formats as below. 
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(b) CMD(ADV) message header format 
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(c) DATA message header format 

321

9 0 1 2 3 4 5

lowest sequence number

6

reserved

ACK bitmap length

8 7 8 9 0 1 2 37 4 5 6 7 8 9 03 4 5 6

ACK bitmap

ACK type (= 2)

1210

321

9 0 1 2 3 4 5

lowest sequence number

6

reserved

ACK bitmap length

8 7 8 9 0 1 2 37 4 5 6 7 8 9 03 4 5 6

ACK bitmap

ACK type (= 2)

1210

 
(d) ACK(FLUSH) message header format 

Fig. 2. RM-IPC message header formats 

3.2   Session Creation and Termination 

The important role of RM-IPC is that a sender should maintain a receiver list and 
measure GRTT(Group RTT). The message exchange between a sender and receivers 
for session creation/termination is similar to 3-way handshake in TCP, but the only 
difference is to enable to measure GRTT and to manage receivers of the session.  
Fig. 3 presents the state transition diagram.  

3.3   Data Transmission and Reception 

After session creation, the RM-IPC sender can transfer data, delivered from an appli-
cation, to receivers by multicast. The sender copies the data to inner buffer by the API 
function rmipc_send() invoked from an application. And then, it processes seg-
mentation procedure in order to fit the maximum segment size(1456 bytes) of RM-
IPC. Then the sender configures header of the data, sets sequence number, calculates  
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CMD(TS)
SENT

LISTEN

CLOSED

appl : passive open

recv : CMD(TS)
send : ACK(TS)

recv : All ACK(TS)s
send : CMD(ADV)

appl : active open
send : CMD(TS)

recv : CMD(ADV)

recv : CMD(EOT)
appl : active close
send : CMD(EOT)

appl : passive close
send : ACK(EOT)

timer : Retransmission Timeout

normal transitions for sender
normal transitions for receiver

CMD(TS)
RCVD

CMD(EOT)
SENT

CMD(EOT)
RCVD

Data Transmission/ 
Reception

 

Fig. 3. RM-IPC state transition 

 

Fig. 4. ‘Data Transmission’ state transition (sender) 

checksum, and transfer data. The RM-IPC receiver checks the sequence number and 
evaluates header checksum. Then, a cumulative feedback is sent to the sender by  
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Fig. 5. ‘Data Reception’ state transition (receiver) 

ACK(FLUSH) bitmap. All data, received from the sender, are assembled in an order 
that the sender has sent and delivered to the application. Fig. 4 and Fig. 5 present the 
state transition in Data Transmission/Reception state according to the role of a sender 
and a receiver. 

3.4   Repairing Data 

In this section, we describe error detection, retransmission by using ACK bitmap and 
error recovery mechanism related to retransmission of a sender. 

If the checksum is not valid, the packet is regarded as incorrect and dropped. The 
sender can detect packet loss by comparing sequence number with the very next one. 
Fig. 6 shows the sequence of message exchanges from session creation to termination 
between a sender and receivers. RM-IPC does not provide the status of packet recep-
tion by type of range such as selective ACK in TCP or NORM protocol. If the re-
ceiver gets a message successfully, it sets ACK bitmap 1, which corresponds to the 
sequence number. If not, set to 0. This is to let the sender know the total reception 
status efficiently by delivering an ACK bitmap once. The sender and receivers main-
tain the following values to manage an ACK bitmap. 

− Low Sequence Number (LSN): the lowest sequence number of message which a 
sender sent. This corresponds to the first bit in ACK bitmap that a receiver trans-
fers through ACK(FLUSH) message. 

− Highest Sequence Number (HSN): the highest sequence number of a message 
which a sender sent. 

− ACK bitmap length: the total number of messages which a sender sent. The valid 
ACK bitmap length is equal to the expression, HSN-LSN+1. Considering the size 
of a distributed IPC message and MSS (1456 bytes) of RM-IPC in TMO-Linux, the 
maximum length of ACK bitmap is 40. In RM-IPC, a sender makes a receiver poll 
ACK bitmap by sending CMD(FLUSH) or DATA(EOR). 

Each receiver transfers the ACK bitmap as type of ACK(FLUSH) message. 
ACK(FLUSH) is used not only for ACK bitmap deliver, but also for GRTT update. 

If a sender receives ACK(FLUSH) messages from all receivers, it aggregates them 
to decide whether it requests retransmission or not. If the result of AND operation of 
all bitmap is not equal to 1, the sender retransmits. The sender repeats the cycle from 
‘ACK Aggregation’ to ‘Repair Data transfer’ until error recovery is finished. Even if 
ACK(FLUSH) message is received in the retransmission, GRTT is not updated. 
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Fig. 6. Packet exchanges in RM-IPC session 

3.5   API 

Table 2 explains API functions of RM-IPC. RM-IPC API is designed at the view of 
following. 

− Include the general RMT function in distributed IPC interfaces 
− Prefix, ‘rmipc’ is to present RM-IPC protocol 
− Design RM-IPC API on the foundation of the Berkeley Socket API. 

Table 2. RM-IPC API 

Function name Description 

rmipc_open() 
create socket (with setup distributed IPC channel) and 
decide a role (sender or receive) 

rmipc_bind() assign a local protocol address and port to a socket. 

rmipc_setsockopt() set socket options (for interface, loopback). 
rmipc_getsockopt() get socket option info. 
rmipc_advertise() transfer CMD(TS) message for RTT (for only sender) 

rmipc_solicit() 
transfer ACK(TS) message in response to RTT (for only re
ceiver) 

rmipc_send() send Application data 
rmipc_recv() delivery received data to Application 

rmipc_close() terminate session and close a socket. 
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4   Experiments and Performance Evaluation 

4.1   RM-IPC Experiments with TMO-Linux 

The RM-IPC has been implemented under Linux environment and has reflected not 
only requirements of TMO based distributed IPC interface, but also those of TMO-
Linux. It has been integrated and tested with the TMO-Linux of TMO engines under 
the environment as follows: 

− OS : Over the version of Linux Kernel 2.6 
− Compiler: g++ 
− Timer resolution: 1ms 
− Distributed IPC Channel: 32 channels (1~32) 

4.2   Performance Evaluation 

Considering a distributed environment of the TMO model, we evaluate the perform-
ance of the TCP, MCL-NORM, UDP/IP multicast and RM-IPC. Fig. 7 shows the  
 

(a) Response Time (1024 bytes) (b) Response Time (4096 bytes) 

 
 

(c) Response Time  (10 receivers) (d) Throughput (1MB file transfer) 

 

Fig. 7. Performance comparison of RM-IPC, UDP multicast, and TCP 
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results of measuring response time and throughput in UDP/IP multicast, TCP, and 
RM-IPC. We have measured the NORM protocol using MCLv3 [12] open source and 
MCL-NORM library. The response time and throughput of the MCL-NORM has 
been shown as abnormally bad performance regardless of the number of receivers, 
since it excludes congestion control such as TFMCC. In practice, the response time of 
the MCL-NORM has been measured from 3 to 7 seconds while the other protocols 
could be measured by the unit of millisecond, and thereupon the result is so far and 
meaningless that it is excluded in those graphs. 

UDP/IP multicast may not support reliability, but we have evaluated it for compar-
ing the speed of the RM-IPC. The result in comparison between TCP and RM-IPC is 
meaningful. The TCP should establish connections as many as the number of TMO 
nodes to support the distributed IPC interface. Total response time of TCP excluding 
connection establishment phase is also increasing in proportion to the number of re-
ceivers because it should transfer the same message repeatedly. 

Although the number of receivers is increasing, it only takes the time for polling 
ACK bitmap in the RM-IPC. Compared with TCP, the RM-IPC does not increase the 
response time too long unlike the case of TCP. In addition, the RM-IPC is able to 
transfer a message to all receivers by one shot of multicast without the consideration 
of the number of receivers. 

5   Conclusions 

The transport layer protocol, which is the most suitable to a distributed environment 
of a TMO model, should meet the conditions of reliability and short response time. 
One of the representative multicast protocols NORM inherently takes a long response 
time. Therefore, it is unfit to a distributed interface of a TMO model. A reliable uni-
cast protocol such as the TCP meets the requirement for reliability, but the more the 
number of TMO node increases, the longer response time takes. In order to overcome 
the existing protocols, we have analyzed the requirements for the distributed IPC 
interface of the TMO model, designed and implemented a new RMT protocol named 
RM-IPC. We have also evaluated and compared the performance of the RM-IPC with 
the TCP and the other protocols. The proposed RM-IPC protocol has been shown to 
be fit to not only TMO, but also to various distributed environments. 
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Abstract. Many algorithms for providing proportional delay differentiation and 
proportional loss differentiation have been proposed under wired networks. 
However, these algorithms suffer from low performance at encountering some 
distinct characteristics, such as location-dependent and time-varying channel 
capacity, which exist in wireless networks. This paper proposes a novel algo-
rithm, Wireless Proportional Delay and Loss differentiation (WPDL) including 
a capacity-aware scheduler and a debt-aware dropper, to provide the propor-
tional delay differentiation and proportional loss differentiation in a wireless 
network with a multi-state link. WPDL considers the channel state and debt in-
formation in order to improve the performance of scheduling and dropping. 
From simulation results, WPDL actually achieves proportional delay differen-
tiation, proportional loss differentiation, lower queueing delay and loss, and 
higher throughput, compared with other methods in the wireless environment. 

1   Introduction 

The proportional differentiation model has received a lot of attention because it can 
perform the controllable and predictable relative service differentiation. That is, the 
proportional differentiation model offers the network manager a means of varying 
quality spacing between service classes according to the given pricing or policy crite-
ria, and ensures that the differentiation between classes is consistent in any measured 
timescale. The proportional services can be differentiated according to different per-
formance metrics, such as throughput, delay, loss, or jitter. When adopting queueing 
delay and loss as the performance metric, the proportional differentiation model are 
referred as the proportional delay differentiation model and proportional loss differen-
tiation model, respectively. 

To provide proportional delay differentiation in wired networks, some algorithms, 
such as Waiting Time Priority (WTP) [1], Proportional Average Delay (PAD) [1], 
Advanced Waiting Time Priority (AWTP) [2], Hybrid Proportional Delay (HPD) [3], 
and VirtualLength [4], have been proposed. To provide proportional loss differentia-
tion in wired networks, some methods, such as Proportional Loss Rate (PLR) [5], 
Average Drop Distance (ADD) [6], Debt-aware [7], and DRED [8], have been  
proposed. 

As wireless technology rapidly advances and lightweight portable computing de-
vices become popular, wireless networks have become more pervasive. Accordingly, 
proportional delay differentiation and proportional loss differentiation are urgently 
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required for wireless environments, just as it was for wired networks. However, above 
approaches designed in a wired network are not applicable in a wireless environment, 
which has some specific characteristics, such as high error rate and burst errors, loca-
tion-dependent and time-varying capacity, and scarce bandwidth [9]. 

This paper proposes a novel algorithm, named Wireless Proportional Delay and 
Loss differentiation (WPDL), including a scheduler and a dropper. By these mecha-
nisms, WPDL can provide proportional delay differentiation and proportional loss 
differentiation in a wireless with a multi-state channel. Additionally, WPDL considers 
the dynamic channel capacity of a wireless link to operate scheduling and dropping, 
so it can achieve higher throughput and lower queueing delay and loss. 

The organization of this paper is as follows. Section 2 outlines the background, in-
cluding the proportional differentiation model, waiting time priority scheduler and 
proportional loss rate dropper. In section 3, we describe our proposed algorithm 
WPDL in details. In section 4, we evaluate the effectiveness of our algorithm by 
simulation. Finally, some conclusions are given in section 5. 

2   Background 

2.1   Proportional Differentiation Model 

The structure of the proportional differentiation model is shown as Figure 1. The 
arrival traffic is classified into N service class where each class has a dedicated queue. 
Let iq  denote the measured performance of class i. For proportional differentiation 

model, the following equation should be satisfied for all pairs of classes. 

j

i

j

i

c

c

q

q
=  ),1( Nji ≤≤  (1) 

where Nccc <⋅⋅⋅<< 21  are the generic quality differentiation parameters (QDPs).  

Proportional 
Differentiation 

Scheduler

Class N

Input
Output

：
：

Proportional 
Differentiation 

Dropper

Class 1

Class 2
Wired link

 
Fig. 1. The proportional differentiation model 

The queuing delay, packet loss, or jitter could be as the performance metric in this 
model. Adopting queueing delay and packet loss, this model is called the proportional 
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delay differentiation model and proportional loss differentiation model. Let iW  be the 

average queueing delay of class-i packets, and iδ  be the delay differentiation parame-

ter (DDP) of class i. The proportional delay differentiation model has the following 
constraint for any pair of classes: 

i i

j j

W

W

δ
δ

=  ),1( Nji ≤≤  (2) 

Let iL  and iσ  be the average loss rate and the loss differentiation parameter (LDP) of 

class i, respectively. For all pairs of service classes, i and j, the proportional loss dif-
ferentiation model is specified by 

i i

j j

L

L

σ
σ

=  ),1( Nji ≤≤  (3) 

To support proportional differentiated services, a proportional differentiation dropper 
and a proportional differentiation scheduler are necessary components. The dropper 
determines which packet should be dropped in case of buffer overflow to control the 
loss rate of each class, while the scheduler decides the packet serving order to control 
the queueing delay of each class. 

2.2   Waiting Time Priority Scheduler 

The waiting time priority (WTP) scheduler is a priority scheduler in which the priority 
of a packet increases in proportion to its waiting time [10]. According to the waiting 

time of the packet in queue, WTP adjusts the priority of its service. Let )(tPk
i  denote 

the priority of the k-th packet of class i at time t, and )(tW k
i  be its waiting time. The 

packet priority is calculated as its normalized waiting time in the following, 

( )
( ) ( )

k
k k i

i i
i

W t
P t W t

δ
= =%   )1( Ni ≤≤  (4) 

Because the head-of-line (HOL) packet is the earliest arrival among all packets cur-
rently queuing in the buffer, so it has the longest waiting time. Therefore, a HOL 
packet has the highest priority within its queue, implying that only the HOL packet of 
every class needs to be considered when comparing priorities. For simplicity, the 
index k is skipped when k=1. The WTP scheduler chooses the HOL packet of class 

arg  max  ( )iJ P t= , and actually transmits it. The WTP scheduler can successfully 

approach the targeted delay proportion when the network traffic load is heavy, but 
can’t achieve it under light load [3]. 

2.3   Proportional Loss Rate Dropper 

C. Dovrolis proposed the Proportional Loss Rate Dropper (PLR) to offer the propor-
tional loss differentiated services [5]. In order to determine which packet should be 
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dropped, PLR uses a Loss History Table (LHT) to record the loss rate of each class at 

present. Let ( )iL t  be the average loss rate, ( )iL t%  be the normalized average loss rate, 

)(tLi  be the number of dropped packets, and )(tAi  be the number of arrived packets, 

of class i. PLR chooses class J to drop its tail packet as follows, 

( )
( )

( )
i

i
i

L t
L t

A t
=             )1( Ni ≤≤  (5) 

( )
( ) i

i
i

L t
L t

σ
=%             )1( Ni ≤≤  (6) 

arg  min  ( )iJ L t= %  (7) 

PLR aims to maintain an unanimous normalized average loss rate among all classes. 
Depending on the number of packets that PLR estimates, the calculated average loss 
rate is different, so there are two kinds of algorithms, namely PLR with infinite mem-
ory (PLR (∞)) and PLR with memory M (PLR (M)). When calculating the average 
loss rate, PLR(∞) counts packets from initial to present, while PLR(M) observes the 
last M packets of every class at present. From the long-term observation, the result of 
PLR(∞) is closer to targeted proportion than that of PLR(M). Thus when the class 
load distribution is stationary, adopting PLR(∞) is suitable. However, when the class 
load distribution is non-stationary, adopting PLR(M) is preferred because of its adap-
tation, but determining an optimal M is difficult. 

2.4   Proportional Differentiation Model in a Wireless Network 

Figure 2 depicts the proportional differentiation model in a wireless network. In this 
model, all mobile hosts share one wireless link. Since each host could be located at 
different places, different capacities exist when this scheduler transmits data to differ-
ent mobile hosts via this wireless link. Also as the mobile host moves, the destined 
capacity to this host varies. Thus a wireless link has a location-dependent and time-
varying capacity, and it is called as a multi-state link herein. For simplicity, the term 
channel j means the wireless link at transmitting the packet to the mobile host j. Let  
 

Proportional 
Differentiation 

Scheduler

Class N

Input
Output

MH 1

MH 2

MH M

Mobile HostWireless 
Channel

Bandwidth
C1(t)

C2(t)

CM(t)

：
： ：

：

Proportional 
Differentiation 

Dropper

Class 1

Class 2

 
Fig. 2. The proportional differentiation model in a wireless network 
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( )jC t  denote the encountered capacity when the scheduler transmits packets via 

channel j at time t. 

3   WPDL Algorithm 

Our proposed WPDL aims at the following goals in a multi-state wireless network: 1) 
to provide proportional delay differentiation, 2) to provide proportional loss differen-
tiation, 3) to offer lower queuing delay and loss, and 4) to provide higher throughput. 

WPDL uses a proportional differentiation scheduler for performing delay differen-
tiation, and uses a proportional differentiation dropper for achieving loss differentia-
tion. The scheduler is to decide when and which packet to be transmitted or dropped. 
The dropper is to decide when and which packet to be dropped. Note that the sched-
uler in WPDL may drop a packet if it feels necessary. The detailed WPDL algorithm 
is shown in Figure 3. 

3.1   Proportional Differentiation Dropper 

The upper part in figure 3 presents the pseudo code for the dropper of WPDL. When 
the buffer has empty space, the dropper simply inserts the packet into a proper queue. 
When buffer overflow occurs, the dropper selects an appropriate packet to drop. Let 

( )iL t , ( )iA t , and ( )iS t  be the number of dropped packets, the number of arrived 

packets, and the loss debt of class i at time t, respectively. ( )iS t  having the positive 

value represents that it has the debt, implying that the number of loss happening is 
less than the expectation in class i. Restately, some other classes instead of class i 
drop the packet. Similarly, the value of  ( )iS t  being negative and zero mean that class 

i has more and equal losses than its expectation, respectively.  
When an arriving packet encounters a full buffer, the dropper selects a proper 

packet, which may be this arriving packet or a packet in the buffer, to keep the pro-
portional loss among classes. At determining which packet to be dropped, the dropper 

first calculates the normalized average loss rate ( ) ( ) / ( )i i i iL t L t A t σ=%  for each class i. 

Then the class with the smallest normalized average loss rate, that is  

arg  min  ( )iJ L t= % , is regarded as the candidate class. Let ( )JH t  be the HOL packet 

of class J and ( ( ))JC H t  be the capacity of the destined channel of the packet ( )JH t  

at time t. Also ( )maxC t  denotes the maximum encountered capacity of all packets 

before time t. 
The dropper considers two important factors to determine which packet to be 

dropped. One is whether the candidate class has the debt, and the other is how good of 
the channel. If the candidate class has the debt, the packet belonging to this class will 
be dropped because this class should return the previous debt immediately. On the 
other hand, a probability JP  is randomly generated for candidate class J to compare 

with the bandwidth percentage of the destined channel of its HOL packet to determine 
whether dropping this packet. The concept is the better capacity the channel owns, the 
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less probability its corresponding packet is dropped. Thus the condition of dropping 
the packet of the candidate class J is as follows. 

If ( 0JS >  or 
( ( ))

( )
J

J

C H t
P

maxC t
> ) (8) 

Note the dropper drops the HOL packet, rather than the tail packet or arriving packet, 
of candidate class J because using this method can reduce the queuing delay of 
queued packets. 

If the candidate class J does not satisfy the above condition, the dropper will 
choose the candidate class K, which has the next smallest normalized average loss 
rate. Judging whether the HOL packet of candidate class K will be dropped is similar 
to equation 8, that is, 0KS >  or ( ( )) / ( )K KP C H t maxC t> . However, if the packet of 

class K is dropped, the debt KS  and JS  should be updated as KS -1 and JS +1, imply-

ing that class K instead of class J drops a packet, that is, class K borrows class J once.  

3.2   Proportional Differentiation Scheduler 

The lower part in figure 3 presents the pseudo code for the scheduler of WPDL. The 
scheduler judges two conditions as described in equation 9. When these two condi-
tions are all satisfied, the scheduler drops the HOL packet of this candidate class.  

If ( 0JS >  and 
( ( ))

max ( )
J

J

C H t
P

C t
> ) (9) 

Because dropping the packet needs to meet two conditions at the same time, WPDL 
only drops a few packets at this stage. Also WPDL does not have more packet losses 
than other algorithms because these packet drops generate the extra space in the 
buffer, leading to fewer losses made by the dropper later. That is, WPDL creates an 
early loss in the scheduler to replace a later loss in the dropper. The early drop of 
packets encountering a poor-capacity channel not only causes the shorter queuing 
delay, but also generates higher throughput because packets are usually transmitted on 
a high-capacity channel.  

4   Simulations 

The simulation evaluates WPDL and WPLR, which combines the WTP scheduler 
with the PLR(∞) dropper over a wireless link. The model we simulated is depicted as 
in figure 2. In all simulations, three service classes (N=3) are assumed, the corre-
sponding DDPs are set as 11 =δ , 22 =δ , 43 =δ , and the corresponding LDPs are 

set as 11 =σ , 22 =σ , and 43 =σ . Packet arrival follows a Poisson process and its 

mean arrival rate is 0.9=λ packet/sec. The packet size is fixed at 441 bytes for all 
classes, and the full wireless link capacity is 2646 bytes/sec. The total buffer size is 20 
packets and the number of hosts is five, i.e., M=5. The wireless channel is simulated 
by a multi-state Markov process, which has five states with the value of capacity  
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iL : the number of dropped packets of class i 
iA : the number of arrived packets of class i 
iσ : the loss differentiation parameter of class i 
iδ : the delay differentiation parameter of class i 
iS : the loss debt of class i  at time t 
( )iC H : the channel capacity encountered when the scheduler transmits 

the HOL packet of class  i 
( )B t : the set of backlogged classes at present t 

 
Proportional Differentiation Dropper 
{ 

A class-i packet arrives, ++iA ; 
If (buffer overflow){ 

calculate ( ) ( ) / ( )i i i iL t L t A t σ=% , i=1,2,..,N 

J= ( )arg  min ( )ii B t L t∈
% ; 

JP =random(); 

If ( 0JS >  or 
( ( ))

( )
J

J

C H t
P

maxC t
> ) { 

drop the HOL packet from class J; 

JL + + ;} 
Else{ 

do { 
find arg  next min  iK L= % ; 

KP =random(); 

If ( 0KS >  or 
( ( ))

( )
K

K

C H t
P

maxC t
> ) { 

drop the HOL packet from class K; 
kL + + ; 
KS − − ; 

JS + + ;} 
}while(one packet is dropped or all classes have been visited) 
if (no packet is dropped){ 

drop the HOL packet from class J; 

JL + + ;} 
} 
Accept the incoming packet; 

} 
 
 

Proportional Differentiation Scheduler 
{ 

calculate 
( )

( ) ( ) i
i i

i

W t
P t W t

δ
= =% , i=1,2,..,N 

( )arg  max ( )ii B tJ P t∈= ; 

JP =random(); 

If ( 0JS >  and 
( ( ))

( )
J

J

C H t
P

maxC t
> ) { 

drop the HOL packet from class J; 

JL + + ; 

JS − − ;} 

Else  transmit the HOL packet of class J; 
} 

Fig. 3. The WPDL algorithm 
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varying among 0% (purely bad), 25%, 50%, 75%, and 100% (purely good) of the full 
capacity. The transition matrix of channel capacity is set as 

2 3 4
1 1 1 1

2 3
2 2 2 2
2 2
3 3 3 3
3 2
4 4 4 4
4 3 2
5 5 5 5

100%   75%    50%   25%     0%

100% 1

75% 1

50% 1

25% 1

0% 1

a ap ap ap ap

ap a ap ap ap

ap ap a ap ap

ap ap ap a ap

ap ap ap ap a

⎡ ⎤−
⎢ ⎥−⎢ ⎥
⎢ ⎥−
⎢ ⎥

−⎢ ⎥
⎢ ⎥−⎣ ⎦

 

where a is the state transition rate to other states and ip  is the probability of state i 

being translated to its neighbor states when the transition occurs. The default value of 
a is 0.2, and the values of 1p , 2p , 3p  , 4p , and 5p  can be calculated by letting the 

sum of each row equal to 0. In each simulation, at least 1,000,000 packets for each 
class are generated for the sake of converge. 

To exhibit the throughput improved by WPDL, the throughput improvement is de-
fined as ( )W P PT T T− , where WT  and PT  are the throughput obtained by WPDL 

and WPLR, respectively. 

4.1   Absolute Performance 

Figure 4 shows absolute delay, absolute loss rates of WPDL and WPLR, and through-
put improvement. Figure 4(a) shows that the absolute queuing delay of three classes 
in WPDL is less than those in WPLR. There are two reasons. First, because the packet 
with a poor channel is easier to be dropped than that with a good-channel, non-
dropped packets usually encounter a good channel,  causing that they has short trans-
mission time, and thus short queuing delay.  Second, WPDL dropping the HOL 
packet, rather than dropping the tail packet in WPLR, reduces the queuing delay of 
the queued packets. Observed from figure 4(b), WPDL has the less drop rates of three 
classes than WPLR. This phenomenon is caused from that WPDL enjoys the high 
throughput, making fewer packet losses.  

Figure 4(c) reveals that the throughput improvement of three classes. The through-
put improvement of each class achieved by WPDL is in the order class 3 > class 2 > 
class 1, and the total throughput improvement is around 18%. For class 3 which is the 
lowest-priority class, more packets are dropped and fewer packets are serviced, so 
that its throughput improvement is up to 65%. 

4.2   Loss Ratio and Delay Ratio 

In this simulation, the delay and loss ratios between successive classes are measured 
over five time intervals - 100, 500, 1000, 5000, and 10000 p-units, where a p-unit is 
the average packet transmission time, i.e., 1/6 sec. During each time interval, the 
delay ratios and loss ratios of class 2/class 1 and class 3/class 2, are averaged. 

Figure 5 shows five percentiles, 5%, 25%, 50% (median), 75%, and 95%, of the aver-
age delay ratio, average loss ratio and throughput improvement. In Fig. 5(a), both sched-
ulers have broad ranges in a short timescale and condensed ranges in a long timescale. 
Also, WPDL has the more concentrated ranges than WPLR, resulting in more predictable 
behavior. Also WPDL has delay ratio nearer the targeted proportion than WPLR. 
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Fig. 4. Absolute delay, absolute loss rate and throughput improvement 
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Fig. 5. Five percentiles of average delay ratio, average loss ratio, and throughput improvement 
on various measured timescales 

Fig. 5(b) reveals that five percentiles of the average loss ratio. The average loss ratio 
of WPLR is nearer the target than WPDL. WPDL considers the debt iS  to achieve the 

loss differentiation because the class having 0iS >  should return the debt quickly. How-
ever, WPDL does not design a specific mechanism to compensate the extra drop for the 
class with 0iS < , leading to the slight bias of loss ratio from the targeted proportion.  
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Fig. 5(c) plots the throughput improvement for three classes under various meas-
ured timescales. Observed from different timescales, the throughput improvement is 
very stable. The throughput improvement of class 3 is better than the others because 
the absolute loss rates between WPDL and WPLR have larger difference in class 3. 

5   Conclusions 

The characteristic of time-varying and location-dependent channel capacity exhibited 
in wireless communication makes packet scheduling and dropping be challenges. We 
presented WPDL to achieve proportional delay differentiation and proportional loss 
differentiation in the wireless network with a multi-state link. WPDL not only consid-
ers the normalized waiting time and normalized average loss rate, but also considers 
the channel state and debt information, in order to improve the performance of sched-
uling and dropping. 

From the simulation results, WPDL actually achieves the following goals in a 
wireless network with a multi-state link: 1) to provide proportional delay differentia-
tion, 2) to provide proportional loss differentiation, 3) to offer lower queueing delay 
and loss, and 4) to provide higher throughput.  
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Abstract. We propose a directional flooding with data aggregation
(DFDA) using hop-count values of sensor nodes for energy-efficient wire-
less sensor networks. In DFDA, the hop-counts of sensor nodes are used
to discover the route to the sink. The packets of sensor nodes are ag-
gregated in intermediate nodes and delivered to the sink or neighbors
with direction to the sink. In addition, we develop a constrained data
aggregation mechanism that discards the redundant data in intermedi-
ate nodes. Data aggregation is widely accepted as an essential paradigm
for energy-efficient routing in wireless sensor networks. The proposed
scheme, DFDA, achieves energy savings by reducing the redundant trans-
missions using directional flooding based on hop-count and data aggre-
gation. Our simulation results show that DFDA achieves significant im-
provement in energy consumption.

1 Introduction

Recent advances in wireless communication and micro-mechanical systems have
enabled the development of extremely small, low-cost sensors that possess sens-
ing, signal processing, and wireless communication in short distances. These tiny
sensor nodes, which consist of sensing, data processing, and communication com-
ponents, affect the idea of sensor networks based on collaborative effort of a large
number of nodes. A wireless sensor network of large numbers of inexpensive but
less reliable and accurate sensors can be used in a wide variety of commercial
and military applications such as target tracking, security, environmental moni-
toring, and system control. In wireless sensor networks, it is critically important
to save energy. Battery-power is scarce and expensive in wireless sensor devices.
Hence, energy-efficient communication techniques are essential to increase the
network lifetime [1], [2]. Flooding is clearly a straightforward and simple solu-
tion, but it is very costly. In addition, it is a robust, fault tolerant, and scalable
data delivery protocol. However, in wireless sensor networks, packets are not
necessary to reach all nodes. Especially, for case when sensing data packets

T. Vazão, M.M. Freire, and I. Chong (Eds.): ICOIN 2007, LNCS 5200, pp. 821–830, 2008.
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are directed towards a single destination (i.e., a sink) from other sensor nodes,
the packets are required only to reach the sink [3]. Therefore, some researchers
have proposed directional flooding protocols using directionality information for
wireless sensor networks [3]-[5]. These protocols can reduce the number of trans-
mission/reception and number of intermediate nodes unnecessarily forwarding
packets. Hence, they reduce the total energy consumption and achieve greater
efficiency in data delivery.

Data aggregation is widely accepted as an essential paradigm for energy-
efficient routing in wireless sensor networks consisting of sensor nodes with severe
energy constraints. The efficacy of data aggregation in wireless sensor networks
is a function of the degree of spatial correlation in the sensed phenomenon [6],
[7]. In order to conserve energy, many of the routing protocols proposed for
wireless sensor networks reduce the number of transmitted packets by pursuing
in-network data aggregation [8]. Therefore, we propose a directional flooding
scheme using a constrained data aggregation mechanism.

The remainder of the paper is organized as follows. In the next section, we dis-
cuss related works. In section 3, we explain the details of DFDA. A performance
evaluation of DFDA is presented in section 4, which illustrates the simulation
environment, results, and a comparison with existing schemes in terms of en-
ergy consumption and network lifetime. Finally, our conclusions are presented
in section 5.

2 Related Works

In the classical flooding protocol, a sensor node floods its packet to all of its
neighboring nodes. Each receiving node stores a copy of the packet and rebroad-
casts the packet once. This mechanism keeps going until all sensor nodes in a
network that are connected the sensor node with sending packets have received
the packet [6]. The classical flooding protocol is robust to node failure and radio
collision. It requires that sensor nodes have the source ID and the sequence num-
ber of the packet. Therefore, the sensor nodes uniquely identify each packet and
prevent the rebroadcast of the same packet more than once [7]. However, clas-
sical flooding can cause severe problems such as radio collision and redundant
forwarding.

Therefore, some researchers have proposed several methods to solve the prob-
lems of the classical flooding protocol [3]-[5], [7]. In [3], authors have proposed a
new directional flooding protocol for utilizing directional information to achieve
the efficiency in data delivery. This directional flooding protocol can lead flooded
packets to flow in the ”right direction” towards their destination or the sink,
hence eliminating unnecessary packet forwarding and reducing the total energy
consumption. However, authors assume that all sensor nodes know their own
location information and sink’s location information using location system like
the GPS because the flooding decision is made with considering the direction-
ality information towards the sink. In [3], a sensor node calculates an estimated
minimum hop-count between itself and the sink. This is based on the knowledge
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about the two location information and a sensor node’s transmission range. To
solve the assumption in [3], authors in [5] propose a novel gradient approach that
utilizes for gradient setup at each node. The gradient usually means a direction
state set toward the neighbors through which a sink is reached. In wireless sensor
networks, the majority of packet transmissions are delivered in the direction to
a sink from distributed sensor nodes. Thus, each sensor node can be provided
with the direction to forward sensing data to the sink [5].

Our proposed scheme is similar to the gradient approach of the above explained
scheme. In particular, the main concept of hop-count discovery (HD) process is
identical, but the detailed operation of the mechanism is somewhat different. In
the gradient-based flooding scheme in [5], to setup the initial gradient values of
the sensor nodes, a sink floods its neighbors with a short initiation message (INIT).
When receiving a first INIT packet, a sensornode sets its hop-countvalue to INIT’s
hop count plus 1. Then, the sensor node resends the INIT packet to all its one-hop
neighbors after replacing the INIT’s hop count value by its new hop-count value.
An important energy saving mechanism for sensor nodes is to exploit in-network
data aggregation. In wireless sensor networks, the raw sensed data are typically
forwarded to a sink node for processing. The main idea of in-network data aggre-
gation is to eliminate unnecessary packet transmission by filtering out redundant
data and/or by performing incremental assessment the semantic of data (i.e., pick-
ing the maximum temperature reading) [8]-[11]. The data aggregation mechanism
in DFDA promotes filtering and discarding-based data aggregation as much as
possible and therefore tradeoffs increased per node waiting and processing delay,
and finally raises the overall delivery latency. We show this through simulation in
terms of delay. Similar to the data aggregation mechanism of [12], the data aggre-
gation mechanism of DFDA is an in-network aggregation technique intended to
save communication-related energy consumption.

3 DFDA: Directional Flooding with Data Aggregation

Since various sensor nodes often detect common phenomena, there is some redun-
dancy in the data which the various sources send to a sink. Hence, in-network
discarding and processing techniques that eliminate redundancy can help to
conserve scarce energy resources [13]. Therefore, in this paper, we propose a
constrained data aggregation mechanism. In DFDA, after the HD packet propa-
gation phase has been complete, all sensor nodes indicate their hop-count values
through the neighbor discovery phase. In the data delivery phase, sensor nodes
perform data dissemination using the hop-count based data delivery mechanism
toward the sink and the constrained data aggregation algorithm. In the following
subsections, we explain the details of DFDA.

3.1 Operation of DFDA

A gradient-based data dissemination scheme [5] uses the hop count information
for the gradient setup. However, DFDA only uses the hop count information
to drop a redundant and duplicate packet, but the main concept of the two
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(a) HD phase (b) Data delivery phase

Fig. 1. The operations of each phase in DFDA

schemes are identical. DFDA has two phases: (i) the HD phase, (ii) the data
delivery phase.

HD Phase: Fig. 1(a) shows the HD phase of DFDA. The sink broadcasts HD
packets to the network with the hop-count set to 1. When a sensor node receives
the HD packet, it caches this hop-count value as its hops to the sink in memory
and increases the hop-count by 1, and then re-broadcasts HD packet with hop-
count value modified. Also, whenever a sensor node receives the HD packet, it
compares its hop-count value with that of the received HD packet. If its hop-
count value is smaller than that of the received HD packet, a sensor node discards
the received HD packet. Conversely, if its hop-count value is bigger than that
of the received HD packet, a sensor node replaces its hop-count value with that
of the received HD packet, and then re-broadcasts the received HD packet with
hop-count value plus 1. This process continues until all sensor nodes receive the
HD packets at least once within the HD phase.

Data Delivery Phase: As shown in Fig. 1(b), the data delivery mechanism of
DFDA is fundamentally similar to that of the new directional flooding scheme in
[3] and gradient-based data dissemination in [5]. However, the data delivery mech-
anism of DFDA is based on the packet discarding and data aggregation. When a
sensor node receives packets from its neighbors, it compares its hop-count value
with that in the received packet. If the hop-count value of the received packet is
smaller than or equal to its hop-count value, the sensor node discards the received
packet to avoid duplicate transmission of the same packets as much as possible. If
the hop-count value of the received packet is bigger than its own hop-count value, a
sensor node replaces the hop-count value of the received packet with its hop-count
value and re-broadcasts it to the network. Thus, the received packet in a sensor
node is delivered toward the sink through multi-hop data dissemination without
unnecessary transmission in the intermediate nodes.

3.2 Data Aggregation Mechanism

We used a constrained data aggregation mechanism for an energy-efficient and di-
rectional flooding scheme. The number of inserting packets in the input queue of
an intermediate node is limited by the size of queue and the length of the packet
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Fig. 2. The overview of DFDA. (a) Directional flooding without data aggregation (b)
Directional flooding with data aggregation.

conserving the unique characteristics of incoming packets received by a sensor
node. Fig. 2 shows that the overview of DFDA; directional flooding scheme with-
out data aggregation(a)and directional flooding scheme with data aggregation(b).
Constrained data aggregation can avoid that the information and unique charac-
teristics of data are distorted and lost due to excessive data aggregation and com-
pression in the intermediate nodes. For the above reasons, we illustrate an example
of the constrained data aggregation in which two incoming packets are aggregated
into one packet in an intermediate node. Additionally, intermediate nodes can ag-
gregate during wait timeout T to reduce the processing delay and overhead.

Fig. 3 shows the constrained data aggregation mechanism. To enable data ag-
gregation, intermediate nodes will process or delay the received data for T . When
packets of node 1 and 2 are incoming to node 3 during T , node 3 starts the aggre-
gation process after it checks their data for duplication or similarity. If the data of
node 1 and 2 are the same, node 3 floods the aggregated data after it aggregates
its data(C) and the data (A) of node 1 and 2 into one unit data as depicted in
Fig. 3(a). If the data of node 1 and 2 are different, node 3 floods one unit of data
that aggregated into the packets of node 1 and 2. Then node 3 floods its packet
after it floods the aggregated data as shown in Fig. 3(b). DFDA uses the data
aggregation mechanism with wait timer for energy-efficient data dissemination.
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Fig. 3. The constrained data aggregation mechanism. (a) Two packets with the same
data into an aggregator (b) Two packets with the different data into an aggregator.
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If the intermediate node does not receive the packets from its neighbors during T
in Fig. 3(b), it only broadcasts its own packet in the memory to the network with-
out any data aggregation. The constrained data aggregation mechanism of DFDA
eliminates unnecessary packet transmission by filtering out redundant data and
conserves the data or information characteristics of incoming packets. Therefore,
this mechanism can reduce energy consumption of wireless sensor networks.

4 Performance Evaluation

In this section, we compare the performance of DFDA with classical flooding and
directional flooding in terms of the number of transmission/reception, energy

Table 1. Parameter values in simulation

Item Value
Radio propagation speed 3 × 103 m/s

Radio link bandwidth 1 Mbps
Data size 500 byte

Radio mode Power consumption (mW)
Transmit 14.88
Receive 12.50
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consumption, and network delays through simulation using TOSSIM [14]. We
use an omni-antenna and several simulation parameter variations in order to
analyze our scheme. The network dimensions are assumed to be 100m × 100m.
A sink is located in (200m, 200m) at a remote location. The sensor characteristics
are given in Table 1 [15]. The transmission range of a sensor node is 40m [16].
We studied the performance of DFDA according to two factors: (1) when the
number of packets generated by sensor nodes was 10, 20, and 30; and (2) when
the number of sensor nodes was 30, 60, and 90. We ran the simulation 20 times
for each scheme and averaged the results.

4.1 The Number of Transmissions

Fig. 4 shows the number of transmissions for classical flooding, directional flood-
ing, and DFDA. This means the transmission trials need to deliver all packets
generated by sensor nodes to the sink. With an increase in the number of sen-
sor nodes, the total number of transmissions increases for all flooding schemes.
However, the number of transmissions of DFDA is much less than those of other
schemes because it discards redundant transmissions and uses the constrained
data aggregation mechanism. Therefore, the declination of DFDA is the most
efficient of all schemes.
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4.2 The Number of Receptions

Fig. 5 shows the number of receptions for classical flooding, directional flooding,
and DFDA. This means the reception trials need to deliver all packets generated
by sensor nodes to the sink. As shown in Fig. 5(a), the number of receptions
of DFDA is much less than those of other schemes. Conversely, as shown in
Fig. 5(b) and (c), the number of receptions of DFDA is more than those of other
schemes because it can reduce the dropped packets by interference such as radio
collision and overflow in memory using the directional flooding approach and the
constrained data aggregation mechanism.However, the number of transmissions
of DFDA does not increase because the unnecessary and redundant packets are
discarded by the directional flooding using hop-count and some packets is ag-
gregated by the constrained data aggregation mechanism in intermediate nodes.

4.3 Energy Consumption

Fig. 6 shows the total energy consumption of the three flooding schemes when
varying the number of sensor nodes and packets when the network size is fixed.
As expected, in all cases DFDA consumed much less energy than directional
flooding and classical flooding. DFDA and directional flooding, both variants
of the gradient approach, achieve improved energy-efficiency by reducing the
many of redundant transmissions. In addition, the total energy consumption of
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Fig. 7. Delay versus the number of sensor nodes

directional flooding scheme is low compared to classical flooding scheme, but
not as low as DFDA. DFDA is the most energy-efficient scheme because it uses
both directional information and data aggregation mechanism.

4.4 Network Delay

Fig. 7 plots network delay as the number of sensor nodes. We measured the
delay for the first packet received and the last packet received. It is the time
at which all nodes in the network have transmitted the first and last flooded
packet, respectively. DFDA introduces some delay during the data delivery phase
because it uses wait timer for the constrained data aggregation in intermediate
nodes. However, energy efficiency is much more important than network delays
because energy awareness is an essential design issue in wireless sensor networks.

5 Conclusion

We proposed a directional flooding scheme with data aggregation (DFDA) using
hop-count values of sensor nodes for energy-efficient wireless sensor networks.
In our scheme, packets transmitted by sensor nodes are aggregated in interme-
diate nodes and delivered to the sink or neighbors with direction to the sink.
DAFA involves data discarding-based data dissemination toward the sink. Data
aggregation is an essential paradigm for energy-efficient routing in wireless sen-
sor networks consisting of sensor nodes with severe energy constraints. DFDA
achieves energy savings by reducing redundant transmissions using directional
flooding based on hop-count and data aggregation. Simulation results show that
DFDA achieves the significant improvement in energy consumption.
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Abstract. This paper proposes a new variant of TCP for seamless ver-
tical handoffs in heterogeneous wireless/mobile networks, which exploits
explicit handoff notifications to alert handoff types and packet losses
due to handoffs for efficient congestion control and packet error recov-
ery mechanisms. Through ns-2 simulation, we show that the proposed
scheme performs better than the existing TCP protocols in terms of
throughput during vertical handoffs.

1 Introduction

It is well known that a wireless link and user mobility can significantly affect
TCP performance. Existing wireless networks offer mobile users a tradeoff be-
tween mobility support, coverage area, network capacity, power consumption,
and costs. The user can choose the most suitable wireless network at a given
time and location, for example, by switching between Wireless LAN (WLAN)
and a 3G cellular network such as Universal Mobile Telecommunications Sys-
tem (UMTS), while keeping ongoing data transfers. To integrate heterogeneous
wireless networks, it is crucial that a seamless vertical handoff is ensured. Verti-
cal handoffs are divided into two types; upward vertical handoffs and downward
vertical handoffs. An upward vertical handoff is a handoff to an overlay with a
larger coverage area and a lower bandwidth/area. A downward vertical handoff
is a handoff to an overlay with a smaller cell size and a higher bandwidth/area.
When a vertical handoff occurs, there are sudden changes in terms of round-trip
delays and bandwidth. The availability of heterogeneous interfaces has given rise
to new challenges to TCP.

Various modifications for a regular TCP have been proposed to remedy the
deficiency, which can be classified as (1) end-to-end approaches (e.g., Freeze TCP
[1]), (2) local recovery approaches (e.g., Snoop TCP [2]), and (3) split connection
approaches (e.g., Indirect TCP [3]). Recent research has focused on preventing or
hiding handoff-induced packet losses from the transport layer. Wireless/mobile
TCP modifications have attempted to avoid reducing the sending rate in response
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to handoff losses and to restart transmissions at a full rate with the old window
size upon entering a new network.

Mobile IP/IPv6 can handle a vertical handoff without breaking the ongoing
connection. However, packets often get lost, delayed, or are out of order during
a handoff, which in turn can trigger unwanted TCP congestion control, thereby
degrading TCP performance. This is because TCP congestion control is based
on the assumption that the end-to-end path of a connection remains largely un-
changed after a connection is established. This assumption of a constant path
can hold in the case of a horizontal handoff, making it safe to resume trans-
missions with the same window size as prior to the horizontal handoff. For a
vertical handoff, however, TCP cannot continue with the old data rate which
only reflects the congestion state of the old path, rather than that of the new,
unknown environment. Therefore, existing schemes, which mainly consider hor-
izontal handoffs, do not work well because they overshoot or underutilize the
available bandwidth after vertical handoffs.

In this paper, we propose a new variant of TCP, called ECP (Explicit Handoff
Notification TCP). The proposed scheme ensures a seamless vertical handoff.
In the proposed scheme, the TCP sender and receiver use a reserved field in
the TCP header in order to recognize an impending handoff, types of handoff,
and handoff-induced packet losses. By using explicit handoff notification, ECP
readjusts transmission rate and round trip time (RTT) related information. In
addition, it recovers handoff-induced packet losses efficiently.

The remainder of this paper is organized as follows: Section 2 briefly discusses
related works. Section 3 describes the ECP protocol. Section 4 presents the
simulation results, and conclusions are given in Section 5.

2 Related Works

TCP congestion control is composed of two major algorithms: slow start and con-
gestion avoidance algorithms which allow TCP to increase the data transmission
rate without overwhelming the network. TCP uses a variable called a congestion
window (cwnd) and cannot inject more than cwnd segments of unacknowledged
data into the network. In the slow start phase, TCP quickly determines the
amount of available capacity in a network path by doubling cwnd for every RTT
until the cwnd reaches the slow-start threshold (ssthresh). This allows an up-
per bound to be quickly reached, when the first packet loss is detected. In the
congestion avoidance phase, TCP increases cwnd by one packet for each RTT
and halves cwnd in the event of a packet loss. The TCP congestion avoidance
algorithm is called the Additive Increase Multiplicative Decrease (AIMD), and
it is the basis for steady state congestion control.

Many schemes have been proposed to enhance TCP over wireless links. The
proposed approaches can be classified as end-to-end, local recovery, or split con-
nection. Local recovery schemes modify the link layer protocol that operates over
the wireless link to hide losses using local recovery mechanisms such as FEC and
ARQ. In split connection approaches, the TCP connection is split at the base
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station (BS). TCP is used from the sender to the BS (wired part), while either
TCP or a special purpose transport protocol is chosen over a wireless network.
The TCP sender is only affected by the congestion in the wired network; hence,
the sender is shielded from wireless losses. End-to-end schemes solve problems
at the TCP sender, receiver, or both sides. Although local recovery and split
connection schemes provide performance improvements, both approaches have
some limitations: (1) Most protocols fail if encrypted mechanisms are used; (2)
several schemes require modifications at the BS, making it difficult for these
schemes to be deployed; and, (3) there is a possibility that an intermediate node
will become the performance bottleneck itself. The buffering overhead is not
negligible. In addition, to support handoffs, the connection state needs to be
handed over to the new BS, and this becomes significant amount of overhead.
All things considered, the current study focuses on the end-to-end schemes.

In Freeze TCP, the mobile node monitors the signal strength and sends Zero
Window Advertisements (ZWA) if it detects an impending handoff. Upon receiv-
ing ZWA, the TCP sender enters the persist mode and keeps all TCP variables,
such as the cwnd size. Upon reconnection detection, the mobile node (MN)
retransmits 3 duplicate ACKs for the last data segment it received with a non-
ZWA. Through these mechanisms, the Freeze TCP sender can resume its trans-
mission at the full rate using the old cwnd size upon entering a new network.
The Freeze TCP is a promising approach that does not require the involvement
of intermediates.

Several recent papers have discussed problems concerning TCP, which are
associated with a vertical handoff. [4] study TCP performance with a vertical
handoff between GPRS and WLAN in real environments, where handoff delays
were found to cause TCP to timeout, thereby degrading the TCP performance.
In addition, the high buffering in GPRS deteriorated TCP performance, due to
inflated RTT and RTO values.

[5] compared the effect of a vertical handoff regarding transport protocols,
such as TCP and TCP Friendly Rate Control (TFRC). It was revealed that
TFRC has significant difficulties in adapting to the network after a vertical
handoff, due to the change in the link bandwidth. While [5] suggested an over-
buffering scheme, this scheme required knowledge of the BDP (Bandwidth*Delay
Product), which is impractical.

[6] proposed a mechanism, called STCP (Slow start TCP) in this paper, to
improve TCP during vertical handoffs by using the physical layer information.
MN measures the received signal strength and its velocity to determine impend-
ing handoff. In the case of a horizontal handoff, the sender operates in the same
way as the Freeze TCP. For a vertical handoff, the TCP sender resumes data
transmission at the slow start state in order to adjust quickly to the new network
bandwidth.

Although Freeze TCP and STCP, which avoid retransmission timeouts and
packet losses, can provide significant improvements, the choice of when to send
a ZWA to freeze the sender is difficult. Since both schemes do not have the
support of an intermediate node that can start buffering when a disconnection
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is predicted, they are susceptible to in-flight packet loss. In addition, it is difficult
to send the ZWAs soon enough to avoid any in-flight packet loss, while, at the
same time, making sure that the sender is not frozen too soon. [1] suggests that
the round trip time can act as a reasonable warning period (WP). In practice,
however, the TCP receiver cannot estimate the RTT and the assumption that
the MN can detect precisely future disconnections is not practical.

3 ECP: TCP with Explicit Handoff Notification for
Heterogeneous Mobile Networks

When a horizontal handoff is completed, the MN is reconnected to a similar cell
where the traffic pattern is likely to be the same as before. Therefore, in this case,
transmission can be resumed with the same window size prior to the horizontal
handoff. However, with a vertical handoff, the path characteristics are drastically
changed, and the MN enters a new network with an unknown congestion state
and a different traffic pattern. The main idea of the proposed scheme is to freeze
TCP during a handoff. After the handoff, the MN transmits an Explicit Handoff
Notification (EHN) packet, with which the TCP sender adjusts the cwnd, sends
the sequence number and RTT-related information appropriately. The proposed
scheme requires minimal modification at a TCP sender. If the sender does not
support the EHN packet, the proposed scheme will operate in a similar way as
Freeze TCP. The proposed scheme assumes the existence of a link layer assist,
such as IEEE 802.21 Media Independent Handover (MIH) function.

3.1 Overall Mechanism

Since the latency of a vertical handoff can be significant, the ECP sender tem-
porarily halts data transmission and stops the retransmission timer, similar to
Freeze TCP. However, the proposed scheme differs from the Freeze-TCP in initi-
ating a slow start phase for a vertical handoff, and using explicit handoff-induced
loss information to differentiate handoff-induced losses from congestion-induced
packet losses.

If the receiver detects an impending handoff through a MIH function, it sends
a few (at least one) ZWA. As soon as the handoff is completed, the receiver
then sends three EHN packets to the TCP sender to resume transmission. The
MIH information service is also used by the receiver to notify the sender of the
type of handoff, which is encoded using two EHN bits. For a horizontal handoff,
only the EHN bit is marked, whereas for a vertical handoff, the Explicit Vertical
Handoff Notification (EVHN) bit is also marked. The EHN packet is a specially
marked TCP ACK packet containing the sequence number of the last data packet
successfully received by the MN. In the proposed scheme, the MN uses two bits
in a reserved field in the TCP header to indicate the type of handoff. Based on
this encoded feedback, the TCP sender then resumes transmission. The use of
EHN bits allows the TCP sender to distinguish between packet loss which is due
to either congestion or a handoff. In other words, the TCP sender assumes that
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Fig. 1. Example of ECP operation

outstanding packets are lost due to a handoff when it receives an EHN packet.
Hence, ECP assumes that the packets from the SND.UNA to the SND.NXT are
consecutively lost by a handoff, where SND.UNA and SND.NXT represent the
“oldest unacknowledged sequence number” and “next sequence number to be
sent,” respectively and updates SND.NXT. Since handoff-induced lost packets
are removed from the network and packet loss does not indicate congestion, the
TCP sender does not change cwnd in case of a horizontal handoff. Meanwhile,
for a vertical handoff, TCP enters a modified slow start phase. This congestion
window management mechanism will be discussed later. An example of ECP is
shown in Figure 1.

3.2 Congestion Window and RTO Management

After a vertical handoff, TCP must choose the initial ssthresh. If the ssthresh
is set too high relative to the network BDP, the exponential increase of cwnd
generates multiple consecutive packet losses and retransmission timeouts. If the
initial ssthresh is set too low, TCP exits the slow start phase and enters the con-
gestion avoidance phase, where cwnd grows linearly, resulting in poor utilization
especially when BDP is large. It may be possible to “jump-start” a TCP con-
nection from that rate (with appropriate pacing), rather than using slow start.
However, for this, it is necessary to estimate the number of nodes sharing the
wireless access links or intermediate node supporting. Additionally, these ap-
proaches usually cannot adjust to changing network conditions. For example, if
there are multiple TCP flow handoffs at approximately the same time, these ap-
proaches will have set the initial ssthresh too high, resulting in multiple packet
losses.

To probe the available bandwidth of a new network, the proposed scheme be-
gins a modified slow start only after a vertical handoff. The modified slow start
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/* At receiver */

if impending handoff /* notify impending handoff */

set ZWA;

if handoff is completed

set EHN flag; 

if(vertical handoff)

set EVHN flag;

send ACK;

/* At sender */

On arrival of ACK:

if ACK with ZWA /* impending handoff */

cancel RTX timer;

stop transmission;

else if ACK with EHN /* handoff is completed */

set SND.NXT = ACK;

restart RTX timer;

cwnd = cwnd;

if EVHN flag is set /* Handoff type = vertical handoff */

cwnd = 1;

initialize RTO, SRTT, RTTVAR;

enter modified slow start;

resume transmission;

else /* Normal ACK */

if(modified slow start phase)

if RTT is increasing /* congestion avoidance mode */

cwnd += 1/cwnd;

else /* slow start mode */

cwnd += 1;

else /* Regular TCP */

if cwnd < ssthresh /* slow start */

cwnd += 1;

else /* Congestion avoidance */

cwnd += 1/cwnd;

/* At receiver */

if impending handoff /* notify impending handoff */

set ZWA;

if handoff is completed

set EHN flag; 

if(vertical handoff)

set EVHN flag;

send ACK;

/* At sender */

On arrival of ACK:

if ACK with ZWA /* impending handoff */

cancel RTX timer;

stop transmission;

else if ACK with EHN /* handoff is completed */

set SND.NXT = ACK;

restart RTX timer;

cwnd = cwnd;

if EVHN flag is set /* Handoff type = vertical handoff */

cwnd = 1;

initialize RTO, SRTT, RTTVAR;

enter modified slow start;

resume transmission;

else /* Normal ACK */

if(modified slow start phase)

if RTT is increasing /* congestion avoidance mode */

cwnd += 1/cwnd;

else /* slow start mode */

cwnd += 1;

else /* Regular TCP */

if cwnd < ssthresh /* slow start */

cwnd += 1;

else /* Congestion avoidance */

cwnd += 1/cwnd;

Fig. 2. Pseudo code for ECP

algorithm has two modes; congestion avoidance mode and slow start mode. In
the modified slow start phase, ssthresh is initially set as an arbitrary large
value after a vertical handoff. Thereafter, the TCP sender measures whether the
network bandwidth is fully utilized, and it determines whether to shift to the
congestion avoidance mode or remain in the slow start mode. When the bottle-
neck link utilization is below 100%, the sender uses the slow start mode, where
cwnd increases exponentially. Conversely, if the bottleneck link is fully utilized,
the proposed scheme moves to the congestion avoidance mode, where the cwnd
increases linearly. By repeating linear and exponential increase, cwnd adapts
to the desired window in a timely manner. The proposed scheme switches to
the regular TCP as soon as the first packet loss is experienced. To estimate the
bottleneck link utilization, the proposed scheme uses the RTT. When the mea-
sured RTTs indicate an increasing trend, full utilization of the link bandwidth
is assumed, and vice versa.

After a vertical handoff, the RTO increases or decreases rapidly, and it takes
some time to converge into the proper value. For a downward handoff, the TCP
sender has a large RTO value until it converges, despite a much smaller RTT. If
packet loss occurs during this period, the TCP sender waits a long period of time
for this timeout to occur so that normal transmission can restart. Meanwhile, for
an upward handoff, the TCP sender can experience some spurious retransmissions
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3GWLAN

InternetInternet

Fig. 3. Network topology for simulation

before the RTO value converges. Therefore, the proposed scheme simply resets the
RTO-related parameters, such as the RTT, SRTT, RTTVAR, and RTO, after a
vertical handoff. The pseudo code for the ECP is presented in Figure 2.

4 Simulation Results and Discussion

In this section, we compare the performance of the proposed TCP scheme in the
case of a handoff between a WLAN and a 3G cellular network (e.g. UMTS). The
network topology for the simulation is shown in Figure 3. A 3G link has 384
kbps bandwidth and 150 ms latency in downlink and 64 kbps, 150ms in uplink.
Within the WLAN, the data rate and RTT were 5Mbps and 10ms, respectively.
Each wired link has a bandwidth of 10Mbps and a delay of 20ms. The packet size
was 1000 bytes. The ECP, STCP, and Freeze TCP were implemented based on
the TCP Newreno. To investigate the impact of the WP for Freeze TCP, the WP
was varied, equal to RTT (ideal WP) and RTT/2. The buffer size at the router
was adjusted to 50KB, for WLAN and 20KB, for 3G. The handoff occurred at
10 sec (17 sec) and was completed by 13 sec (20 sec) for upward (downward)
vertical handoff, respectively. Due to space limitations, representative simulation
results are presented.

Figure 4 and 5 show the cwnd and packet sequence number when a vertical
handoff occurs, respectively. After a downward vertical handoff, the available
bandwidth drastically increases. In the case of an ideal WP, since there is no
method for a TCP sender to know the bandwidth increase, the Freeze TCP
cannot utilize the full bandwidth for an extended time because in the conges-
tion avoidance mode, the cwnd increases just by one for one RTT. If the WP
is smaller than the RTT, the Freeze TCP and STCP experience retransmission
timeout and will enter the slow start phase. After an upward vertical handoff,
the available bandwidth drastically decreases. As shown in the figures, Freeze
TCP resumes its transmission and sends many packets back-to-back. The prob-
lem is that the Freeze TCP delays the point at which “forthcoming” congestion
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Fig. 4. Comparison of congestion windows (cwnd) during a vertical handoff

Table 1. Comparison of goodput after vertical handoff

Newreno Freeze TCP STCP ECP
Upward WP=RTT 81.6 kbps 57.6 kbps 137.6 kbps 249.6 kbps
WLAN→3G WP=0.5RTT 81.6 kbps 25.6 kbps 16.0 kbps 249.6 kbps
Downward WP=RTT 1.1 Mbps 3.2 Mbps 1.5 Mbps 3.5 Mbps
3G→WLAN WP=0.5RTT 1.1 Mbps 1.0 Mbps 0.7 Mbps 3.5 Mbps

is detected. This causes senders to congest the new network and to produce
much more congestion-induced packet loss. STCP results in multiple losses and
retransmission timeouts because ssthresh is set too high after a vertical handoff.
Also, STCP does not perform well if the WP is smaller than RTT. This means
that choosing the time to send ZWA is critical in STCP and Freeze TCP. ECP
probes the available bandwidth quickly and gently. Additionally, ECP is robust
against the wrong choice of time to send ZWA. Table 1 compares the average
goodput during five-second period after a vertical handoff. The throughput of
ECP outperformed other TCP variants regardless of WP or handoff types.
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Fig. 5. Comparison of packet sequence number during a vertical handoff

5 Conclusions

This paper proposed a new variant of TCP for vertical handoffs using explicit
handoff notification. In the proposed scheme, layer 2 monitors the physical link
qualities and triggers impending handoff events when appropriate. In addition,
a MN sent an explicit handoff notification to the sender when a handoff was
performed. Since the network environment is drastically changed after a vertical
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handoff, the proposed TCP readjusted its transmission rate and RTT. Freeze
TCP and STCP, a previous end-to-end approach, have to predict precise future
disconnections and suffer from severe performance degradation when the pre-
diction fails. The proposed scheme also provided efficient packet loss recovery
against handoffs by using explicit handoff notification.
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